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Copyright

No part of this document may be reproduced, published, or stored in databases or information retrieval systems in
any form — even in part — nor may illustrations, drawings, or the layout be copied without prior written permission from
SensoPart Industriesensorik GmbH.

We accept no responsibility for printing errors or mistakes which occurred in drafting these document. Subject to
delivery and technical alterations.

- Translation of Original operating instructions -
First publication 01 /2019

SensoPart Industriesensorik GmbH
Nagelseestr. 16

79288 Gottenheim

Germany

IND. CONT. EQ.

LISTED 77HA

For use in class 2 circuits

For use in NFPA 79 Applications only

Open Source Licenses

The VISOR® software makes use of third party software packages that come under various licenses. This section is
meant to list all these packages and to give credit to those whose code helped in the creation of the VISOR® software.

For components that reference the GNU General Public License (GPL) or the GNU Lesser General Public License
(LGPL), please find these licenses in this software installation in \SensoPart\VISOR Vision
Sensor\Eula\OpenSourcelLicenses.

For at least three years from the date of distribution of the applicable product or software, we will give to anyone who
contacts us using the contact information provided below, for a charge of no more than our cost of physically
distributing, a complete machine-readable copy of the corresponding source code for the version that we may have
distributed to you.

The packages containing the source code and the licenses for all of the open-source software are available upon
request.

Contact information for requesting source code:

Email: Open.Source@sensopart.de

VISOR® Firmware version newer than V2.0
This software uses Linux Version 4.14 (Website: www.kernel.org), which is distributed under the GNU GPL version 2

This software is based on pugixml library (http://pugixml.org). pugixml is Copyright © 2006-2018 Arseny Kapoulkine.
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This software makes use of Nlohmann JSON library, which is distributed under the MIT License. Copyright © 2013-
2018 Niels Lohmann.

This software makes use of libcrypto, which is distributed under the openssl license. Copyright OpenSSL © 2018.

This software makes use of libcurl, which is distributed under the MIT license. Copyright (c) 1996 - 2018, Daniel
Stenberg, daniel@haxx.se, and many contributors.

This software makes use of busybox, which is distributed under the GNU GPL version 2.

This software makes use of e2fsprogs which is distributed under the GNU GPL version 2 License, GNU LGPL version
2.1 License, BSD License and MIT License.

This software makes use of eudev, which is distributed under the GNU GPL version 2 License and GNU LGPL
version 2.1 License or later.

This software makes use of glibc, which is distributed under the GNU LGPL version 2.1 License or later.
This software makes use of GNU MP library, which is distributed under the GNU GPL version 2 License.
This software makes use of libcap, which is distributed under the GNU LGPL version 2.1 License or later.
This software makes use of libidn, which is distributed under the GNU LGPL version 2.1 License or later.

This software is based in part on the work of the Independent JPEG Group. This software makes use of libjpeg-turbo,
which is distributed under the Modified (3-clause) BSD License.

This software makes use of libnl, which is distributed under the GNU LGPL version 2.1 License or later.
This software makes use of libssh2, which is distributed under the BSD license.

This software makes use of libssh2, which is distributed under the openssl license.

This software makes use of libstdc++, which is distributed under the GPL-3.0-with-GCC-exception license.
This software makes use of libxml2, which is distributed under the MIT license.

This software makes use of lighttpd, which is distributed under the BSD 3-clause license. Copyright (c) 2004, Jan
Kneschke, incremental.

This software makes use of mtd-utils, which is distributed under the GNU GPL version 2 License.

This software makes use of net-snmp-libs, which is distributed under the BSD-License License. Copyright (c) 2001-
2003, Networks Associates Technology, Inc

This software makes use of netbase, which is distributed under the GNU GPL version 2 License.
This software makes use of OpenSSH, which is distributed under the OpenSSH License.
This software makes use of OpenSSL, which is distributed under the OpenSSL License.

This software makes use of GnuPG Version 1.4.10 ( Website: https://www.gnupg.org/ ),which is distributed under the
GNU GPL version 3 or higher.

This software makes use of netbase, which is distributed under the GNU GPL version 2 License U-Boot exception 2.0
license.

VISOR® Firmware version starting with V2.8.0

This software makes use of xxHash Library, whixh is distributed under the BSD 2-Clause License, Copyright (c)
2012-2021 Yann Collet. All rights reserved.

BSD 2-Clause License (https://www.opensource.org/licenses/bsd-license.php)
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Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

This software makes use of asio, Copyright (c) 2003-2022 Christopher M. Kohlhoff (chris at kohlhoff dot com), which
is distributed under the Boost Software License, Version 1.0.

This software makes use of WebSocket++ Main Library, which is distributed under the BSD license. Copyright (c)
2014, Peter Thorson. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of the WebSocket++ Project nor the names of its contributors may be used to endorse or promote
products derived from this software without specific prior written permission.

Base 64 Library (base64/base64.hpp)

base64.hpp is a repackaging of the base64.cpp and base64.h files into a single header suitable for use as a header
only library. This conversion was done by Peter Thorson (webmaster@zaphoyd.com) in 2012.

base64.cpp and base64.h: Copyright (C) 2004-2008 René Nyffenegger
SHAA1 Library (sha1/sha1.hpp)

sha1.hpp is a repackaging of the sha1.cpp and sha1.h files from the shallsha1 library
(http://code.google.com/p/smallsha1/) into a single header suitable for use as a header only library. This conversion
was done by Peter Thorson (webmaster@zaphoyd.com) in 2013. All modifications to the code are redistributed
under the same license as the original, which is listed below.

Copyright (c) 2011, Micael Hildenborg. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of Micael Hildenborg nor the names of its contributors may be used to endorse or promote
products derived from this software without specific prior written permission.

MDS5 Library (common/md5.hpp)

md>5.hpp is a reformulation of the md5.h and md5.c code from http://www.opensource.apple.com/source/cups/cups-
59/cups/md5.c to allow it to function as a component of a header only library. This conversion was done by Peter

068-14797-04 EN — 2022-09-23

R



O SeN SOPART VISOR® User Manual

Thorson (webmaster@zaphoyd.com) in 2012 for the WebSocket++ project. The changes are released under the
same license as the original (listed below)

Copyright (C) 1999, 2002 Aladdin Enterprises. All rights reserved.
UTF8 Validation logic (utf8_validation.hpp)

utf8_validation.hpp is adapted from code originally written by Bjoern Hoehrmann <bjoern@hoehrmann.de>. See
http://bjoern.hoehrmann.de/utf-8/decoder/dfa/ for details.

The original license:
Copyright (c) 2008-2009 Bjoern Hoehrmann <bjoern@hoehrmann.de>

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

Copyright 2014, the Dart project authors.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of Google LLC nor the names of its contributors may be used to endorse or promote products
derived from this software without specific prior written permission.

Copyright (c) 2007-2021 The scikit-learn developers.
All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of the copyright holder nor the names of its contributors may be used to endorse or promote
products derived from this software without specific prior written permission.

Copyright (c) 2013-2021 Aymeric Augustin and contributors.
All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.
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* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of websockets nor the names of its contributors may be used to endorse or promote products
derived from this software without specific prior written permission.

tinyaes-py: Copyright (c) 2020 Matteo Bertini <naufraghi@develer.com>

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

Copyright (c) 2005-2022, NumPy Developers. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

* Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

* Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

* Neither the name of the NumPy Developers nor the names of any contributors may be used to endorse or promote
products derived from this software without specific prior written permission.

Copyright (c) 2001-2002 Enthought, Inc. 2003-2022, SciPy Developers. All rights reserved.

Redistribution and use in source and binary forms, with or without modification, are permitted provided that the
following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

2. Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

3. Neither the name of the copyright holder nor the names of its contributors may be used to endorse or promote
products derivedfrom this software without specific prior written permission.

The Python Imaging Library (PIL) is

Copyright © 1997-2011 by Secret Labs AB

Copyright © 1995-2011 by Fredrik Lundh

Pillow is the friendly PIL fork. Itis

Copyright © 2010-2022 by Alex Clark and contributors

Like PIL, Pillow is licensed under the open source HPND License:

By obtaining, using, and/or copying this software and/or its associated documentation, you agree that you have read,
understood, and will comply with the following terms and conditions:

Permission to use, copy, modify, and distribute this software and its associated documentation for any purpose and
without fee is hereby granted, provided that the above copyright notice appears in all copies, and that both that
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copyright notice and this permission notice appear in supporting documentation, and that the name of Secret Labs
AB or the author not be used in advertising or publicity pertaining to distribution of the software without specific,
written prior permission.

Copyright (c) 2010-2022, PylInstaller Development Team
Copyright (c) 2005-2009, Giovanni Bajo
Based on previous work under copyright (c) 2002 McMillan Enterprises, Inc.

Pylnstaller is licensed under the terms of the GNU General Public License as published by the Free Software
Foundation; either version 2 of the License, or (at your option) any later version.

Bootloader Exception

In addition to the permissions in the GNU General Public License, the authors give you unlimited permission to link or
embed compiled bootloader and related files into combinations with other programs, and to distribute those
combinations without any restriction coming from the use of those files. (The General Public License restrictions do
apply in other respects; for example, they cover modification of the files, and distribution when not linked into a
combined executable.)

Tensorflow:

All contributions by the University of California:

Copyright (c) 2014, The Regents of the University of California (Regents)
All rights reserved.

All other contributions:

Copyright (c) 2014, the respective contributors

All rights reserved.

Redistribution and use in source and binary forms, with or without
modification, are permitted provided that the following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list of conditions and the following
disclaimer.

2. Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following
disclaimer in the documentation and/or other materials provided with the distribution.

Copyright (c) 2012-2014 Pierre Raybaut
Copyright (c) 2014-2017 The Winpython development team https://github.com/winpython/

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react-loader-spinner:

Copyright (c) 2018 Mohan Pd.
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Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

@emotion/styled:
@emotion/react:
Copyright (c) Emotion team and other contributors

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

@material/top-app-bar
Copyright (c) 2014-2020 Google, Inc.

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

@mui/icons-material
@mui/lab

@mui/material

@mui/styles

Copyright (c) 2014 Call-Em-All

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

axios
Copyright (c) 2014-present Matt Zabriskie & Collaborators

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:
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The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

c3
Copyright (c) 2013 Masayuki Tanaka

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

i18next
i18next-browser-languagedetector
i18next-xhr-backend

react-i18next

Copyright (c) 2022 i18next
Copyright (c) 2015 i18next

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react

react-dom

Copyright (c) Facebook, Inc. and its affiliates.
react-app-polyfill

Copyright (c) 2013-present, Facebook, Inc.

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react-device-detect
Copyright (c) 2017 duskload

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:
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The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react-helmet
Copyright (c) 2015 NFL

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react-router
Copyright (c) React Training 2015-2019 Copyright (c) Remix Software 2020-2021

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

react-splitter-layout
Copyright (c) 2016 Yang Liu <hi@zesik.com>

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

dart-sass
Copyright (c) 2016, Google Inc.

Permission is hereby granted, free of charge, to any person obtaining a copy of this software and associated
documentation files (the "Software"), to deal in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of the Software, and to permit persons
to whom the Software is furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all copies or substantial portions of the
Software.

VISOR® Firmware version older than V2.0

The VISOR® firmware makes use of Linux Version 2.6.33 (Website: www.kernel.org), which is distributed under the
GNU GPL version 2.

The VISOR® firmware makes use of x-loader, an initial program loader for Embedded boards based on OMAP
processors (Website: http://arago-project.org/git/projects/?p=x-load-omap3.git; a=summary) which is distributed
under the GNU GPL version 2 or higher.
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The VISOR® firmware makes use of u-boot, an initial program loader for Embedded boards based on OMAP
processors (Website: http://arago-project.org/git/projects/?p=x-load-omap3.git; a=summary) which is distributed
under the GNU GPL version 2 or higher

The VISOR® firmware makes use of spike Version 0.2,a SPI-driver (Website:
https://github.com/scottellis/spike/blob/master/spike.c ), which is distributed under the GNU GPL version 2 or higher.

The VISOR® firmware makes use of Busy-Box Version 1.18.1 ( Website: http://www.busybox.net/ ), which is
distributed under the GNU GPL version 2 or higher

The VISOR® firmware makes use of vsftpd Version 2.0.3 ( Website: https://security.appspot.com/vsftpd.html ), which
is distributed under the GNU GPL version 2 or higher.

The VISOR® firmware makes use of mtd-utils Version 1.5.0 ( Website: http://www.linux-
mtd.infradead.org/doc/general.html ), which is distributed under the GNU GPL version 2 or higher.

The VISOR® firmware makes use of Boa Webserver Version 0.94.13 ( Website: http://www.boa.org/ ), which is
distributed under the GNU GPL version 2 or higher.

The VISOR® firmware makes use of Procps Version 3.2.8 ( Website http://procps.sourceforge.net/download.html),
which is distributed under the GNU GPL version 2 or higher and GNU LGPL version 2.1 or higher.

The VISOR® firmware makes use of GnuPG Version 1.4.10 ( Website: https://www.gnupg.org/ ), which is distributed
under the GNU GPL version 3 or higher.

The VISOR® firmware makes use of glibc, which is distributed under GNU LGPL version 2.1 or higher.

The VISOR® firmware makes use of Dropbear - a SSH2 server Version 2012.55 ( Website: https://matt.ucc.asn.au/
dropbear/dropbear.html ). The Dropbear SSH2 server is distributed under the terms of the Dropbear License, which
is a MIT/X Consortium style open source license. Please find this license in this software installation in
\SensoPart\VISOR Vision-Sensor\Eula\OpenSourceLicenses

VISOR® PC Software
SensoConfig software is based in part on the work of the Qwt project (http://qwt.sf.net).

SensoFind, SensoConfig, SensoRescue software is based in part on the work of the Qt-project (https://doc.qt.io/qt-
5/licenses-used-in-gt.html).

SensoCalc uses icons from material-design-icons (https://material.io/tools/icons), which are distributed under the
Apache License Version 2.0.

SensoCalc uses NodedS, which is distributed under the MIT license. Copyright (C) 2012-2018 by various
contributors.

SensoCalc uses electron and electron-store, which is distributed under the MIT license. Copyright (c) 2013-2019
GitHub Inc.

SensoCalc uses AngulardS, which is distributed under the MIT license. Copyright (c) 2010-2018 Google, Inc.
http://angularjs.org.

SensoCalc uses fs-jetpack, which is distributed under the MIT license.
SensoCalc uses asar, which is distributed under the MIT license. Copyright (c) 2014 GitHub Inc.

SensoCalc uses clipboard.js, which is distributed under the MIT license. Copyright © 2019 Zeno Rocha
<hi@zenorocha.com>

SensoCalc uses roboto font, which is distributed under the MIT license.
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SensoCalc uses gulp, which is distributed under the MIT license. Copyright (c) 2013-2018 Blaine Bublitz
<blaine.bublitz@gmail.com>, Eric Schoffstall <yo@contra.io> and other contributors.

SensoCalc uses rcedit, which is distributed under the MIT license.

SensoCalc uses q, which is distributed under the MIT license. Copyright 2009—2017 Kristopher Michael Kowal and
contributors.

SensoFind uses libgpg-error, which is distributed under the GNU LGPL version 2.1 License or later. Copyright (C)
2012-2017 g10 Code GmbH.

SensoFind uses Libgcrypt, which is distributed under the GNU LGPL version 2.1 License or later. Copyright (C)
1989,1991-2017 Free Software Foundation, Inc. Copyright (C) 2012-2017 g10 Code GmbH. Copyright (C) 2013-
2017 Jussi Kivilinna.

SensoConfig uses Mesa library, which is licensed according to the terms of the MIT license. Copyright (C) 1999-2007
Brian Paul. All Rights Reserved.
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1 Information on this document

1.1 Explanation of symbols

Warnings

CAUTION / WARNING / DANGER
/_\ This symbol is used to indicate a potentially hazardous situation that, if not avoided, could result in death
or serious injury.

WARNING
& This symbol is used to indicate potentially hazardous situations arising from laser beams.

ATTENTION:
é This symbol is used to indicate text that must be observed without fail. Failure to do so may result in bodily
injury or property damage.

NOTE:
0
Tl This symbol is used to highlight useful tips and recommendations, as well as information intended to help

ensure efficient operation.

Detectors

d=  Pattern matching W Barcode

O  Contour EX¥  Datacode

@ cContrast fBL - OCR

©  Brightness # ColorValue

® Gray i ColorList

g Caliper ®  ColorArea

% BLOB B  Result processing

@ Contour3D

(3]
R,
=

Target Mark 3D

Alignment

#  Ppattern matching
8 Edge detector
C  cCcontour matching

1.2 Additional documents

The following documents for the VISOR® vision sensor are available for download in the Download area of the
SensoPart website.

+ VISOR® User Manual
+ VISOR® Communications manual
« VISOR® Operating manual
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Furthermore, these documents are part of the software installation and can be found in the subfolder
"..\Documentation\", as well as via the Windows Start menu.

1.3 Document version

This manual describes the VISOR® software version 2.8.
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2 Safety instructions

WARNING!
The vision sensor is not a safety component pursuant to the EU Machinery Directive. It is strictly prohibited
to use it in applications in which the safety of people depends on device functions.

Comply with all applicable local accident prevention regulations and general safety regulations.
Follow all safety instructions and other instructions in the operating manual and in this user manual.
The connection should be made exclusively by trained qualified personnel.

Do not tamper with or make alterations to the unit!

For use with any listed, configured cable cables (CYJV).

WARNING
Vision sensors with a laser belong to laser class 1 as defined in IEC 60825-1:2014.
Wavelength: 655 nm, frequency: 9 kHz, pulse width: 2.6 us, pulse limit;: 11 mW.

For devices with internal UV illumination:

WARNING! UV RADIATION - RISK GROUP 1

‘2 Vision sensors with internal UV illumination comply with risk group 3 according to DIN EN 62471:2009-03.
Possibly hazardous optical radiation.
Do not look into the light source during operation. May cause eye damage.
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3 Intended use

The VISOR® vision sensor is an optical sensor and is used for the non-contact acquisition /identification of objects.
The vision sensor features a number of different evaluation methods (detectors), with the specific methods
depending on the specific model sensor. The product is designed for industrial use only. In residential areas, it is
possible that additional measures for noise suppression must be taken. The vision sensor is not suitable for use
outdoors.

WARNING
The vision sensor is not a safety component pursuant to the EU Machinery Directive It is strictly prohibited
to use it in applications in which the safety of people depends on device functions.

3.1 Field of application

The VISOR" vision sensor is a cost-effective alternative to conventional image processing systems.

VISOR® Object:

The VISOR® vision sensor detects defective parts and parts in the wrong position, angular position, order, or any
combination of them with unrivalled precision and accuracy. For testing tasks and evaluations, different detectors are
available: e.g. Pattern matching, Contour, Brightness, Gray, Contrast, Caliper or BLOB. The Advanced version of the
VISOR® vision sensor features Alignment on top of this. In this way, it is also possible to reliably detect the features
which do not appear repetitively in the taught-in position. All evaluations are made relative to the current part position
and angular position, without you having to define your own characteristic for each possible position.

The Advanced version also offers calibration for correcting distortion, e.g. for simple measurement tasks.

VISOR® Object Al:
All VISOR® Object Al functions are available in the VISOR® Object, as are added the Detector Classification (Al).

VISOR® Object Color:

The VISOR® Object Color offers powerful object detection combined with color detection. This makes it possible to
increase the stability of many applications in which there are too few differences in the gray image. In addition, e.g.
self-luminous parts such as colored LEDs and "non-colors" such as white and black are detected.

VISOR® Code reader:

The identification of products, components, or packaging on the basis of printed or directly marked — nailed or lasered
— codes or plain text is common today in many areas of industry. The Code reader from SensoPart recognizes ata
glance which part it has in front of it: It effortlessly reads barcodes of many types as well as printed and directly
marked ECC-200 standard Data matrix codes — and this from any carrier material (metal, plastic, paper, glass). The
sensor can even routinely decipher applied codes on oblique, distorted, or convex, reflective, or transparent surfaces.
The code reader evaluates the quality of printed and directly marked Data Matrix codes based on standardized ISO
and AIM quality parameters. This makes it possible to take corrective measures early on, preventing scrap resulting
from illegible codes. In addition, the sensor can also read directly printed fonts with the detector plain text reading.

VISOR® Solar:

The VISOR® Solar features an optimized inspection algorithm that can be used for the comprehensive quality control
of sensitive silicon wafers while they are being produced. The functions relevant to wafer and cell inspection — from
wafer geometry detection, location, and position to defect localization, processing speed adjustment, and test
accuracy — are pre-configured so that the sensor is ready to go after a few mouse clicks.

068-14797-04 EN — 2022-09-23 22



O SeN SOPART VISOR® User Manual

VISOR® Allround:

The VISOR® Allround features all the functions of the VISOR® Object, Code reader and Object Color combined in a
single device. The Professional version also offers the "Multishot" function to detect minute surface defects.

VISOR® Robotic:

All VISOR® Robotic functions are available in the VISOR® Object, as are added robot-specific functions.

3.2 Requirements for use

In order to configure the VISOR® vision sensor, a standard PC / notebook (at least 1 GHz processor with support for
SSE2 and 1 GB RAM, with Microsoft Windows 8, Windows 8.1, Windows 10 or Windows 11 operating system) with a
network connection with RJ-45 port and a network with TCP-IP protocol is required. We recommend a screen
resolution of at least 1024 x 768 pixels.

The default network settings for the VISOR® vision sensor are 192.168.100.100 for the IP address, 255.255.255.0 for
the subnet mask, and 192.168.100.1 for the gateway.

The VISOR® vision sensor does not need a PC or PLC to run. A PC / laptop is required only in order to configure the
VISOR® vision sensor.

Attention must be paid to sufficient and constant object illumination to ensure reproducible results and avoid
malfunction. Light reflections or changing extraneous light can distort evaluation results. If necessary, use an external
light source and / or light-protection devices to protect against extraneous light / ambient light.
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4 Product identification and characteristics

4.1 Product description

Overview

® LED display

® M12 connector for supply voltage (24 VDC) and
digital 1/0.

® M12 connector socket for Ethernet connection.
® Dovetail guide

LED display

All LEDs are driven without taking into account any delays used.

Per. A B C

EEOo0O

Fig. 1: LED display

Pwr. (Power) Green Operating voltage No errors
Red / Yellow No PROFINET connection
Yellow No jobset available
Red Error / Starting device

A Yellow Result 1

B Yellow Result 2

C Yellow Result 3
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4.2 Type key

20 - ALL -P 3 - W D -

v -M
DO ©® @O0 ® 0O

oH=
@HN
CH

® V=VISOR®

® Hardware / resolution

« V10/V10C: SVGA (800 x 600), QSVGA (400 x
300), QSVGA Zoom 2 (400 x 300)

« V20/V20C: HDV2 (1440 x 1080), WGA (720 x
540), WGA Zoom 2 (720 x 540)

* V50/V50C: QSXGA (2560 x 1936), SXVGA (1280

X 968), SXVGA Zoom 2 (1280 x 968)

® Sensor type
ALL = Allround
OB = Object
OAl = Object Al
CR = Code reader
RO = Robotic
SO = Solar

@ Variant
S = Standard
A = Advanced
P = Professional

® Version
® Lighting
W = White
R =Red
| = Infrared

4.3 Scope of delivery and software

4.3.1 VISOR® vision sensor scope of delivery
The scope of delivery includes:

« VISOR® vision sensor

* Mounting bracket MK 45

e Allen key

e Operating manual (068-14799)

Field of view lens

C = C-Mount

W = Wide

M = Medium

N = Narrow

Depth of field

"" = Depth of field: Normal

D = Depth of field: Enhanced

Focal point (optional)
M = Motorized focal point

Connections (optional)

VISOR® User Manual

2 =Two connections (1 x I/0, 1 x Ethernet)

Laser

Upon receiving the delivery, check it immediately for any transit damage and make sure that it is complete. If there is
any transit damage, inform the shipping agent. If returning the sensor, always make sure to pack it in sufficiently

sturdy packaging.
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4.3.2 VISOR® software

The VISOR® software consists of the three modules "SensoFind", "SensoConfig" and "SensoView". Additional
information: VISOR® software — Overview and Quick Start Guide.

Download

The VISOR® software Setup is available for download at www.sensopart.com (Download / Software... ).

USB drive

The VISOR® software setup is also available from SensoPart Industriesensorik GmbH on a USB drive with part
number 651-01000 (subject to a charge).

4.4 Overview of functions

4.4.1 VISOR® Object

VISOR® Object

Applications Presence, completeness, measuring, color, position control
Resolution

V10 (800 x 600): Mono | Color v |V

Frames per second: Mono | Color 75|50

V20 (1440 x 1080): Mono | Color —|- v |V
Frames per second: Mono | Color -|- 40120
V50 (2560 x 1936): Mono | Color -|- VANV
Frames per second: Mono | Color e 228
Lighting White | only for Mono: Red, Infrared
Multishot (Mono) - -
Target laser - v
Lenses

V10 Wide | Medium | Narrow | C-Mount Vv Y- VvV IV
V20 Wide | Medium | Narrow | C-Mount —-|-1-1- N VAR VAN V4
V50 Wide | Medium | Narrow | C-Mount o el el VARV B iV
Interfaces Ethernet | EtherNet/IP | PROFINET
Inputs | Outputs | Selectable 2|12|4 2|2|6
Encoder input - N
Ethernet | EtherNet/IP vV VANV
PROFINET | SensoWeb v |V v |V
Service port - V4

Job | Detectors

Number of jobs (max.) 32 255
Number of detectors per job (max.) 32 255
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VISOR® Object

Calibration

<

Scaling (Measurement) v
Calibration plate (Measurement) - v
Point pair list (Robotics) - -
Calibration plate (Robotics) - -
Hand-Eye calibration (Robotics) - -

Base-Eye calibration (Robotics) =
Pre-processing

Pre-processing filter -
Repeat mode -
Shutter variation =

NIEGEUEY

Free-form search region v
Alignment

<

Contour matching v
(translation, rotation 360°)

Pattern matching - v
(translation, rotation 360°)

Edge detector - v
(translation, rotation)

Object detection

<

Contour (translation, rotation 360°) v
Multiple objects - v
Contour 3D (translation, rotation 360°) -

Multiple objects - -

&

Pattern matching (translation, rotation 360°)
Multiple objects

Gray
Contrast
Brightness

N ENENES

Caliper
BLOB
Identification

Barcode | Barcode Advanced —|- —|-
Datacode | Datacode Advanced e —|-
OCR - -
Robotic functions

Result offset Image | 2D | 3D o bl —|—]-
Gripping space check - -
Color detectors for Color variants

Color Area v v
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VISOR® Object

Color Value - N
Color List - v
Color distance | Binarization - v

Result processing

Result processing: Text - —
Result processing: Math - v
Result processing: Robotics - -
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4.4.2 VISOR® Code reader

Applications

Resolution

V10 (800 x 600): Mono | Color

Frames per second: Mono | Color

V20 (1440 x 1080): Mono | Color
Frames per second: Mono | Color

V50 (2560 x 1936): Mono | Color
Frames per second: Mono | Color
Lighting

Multishot (Mono)

Target laser

Lenses

V10 Wide | Medium | Narrow | C-Mount
V20 Wide | Medium | Narrow | C-Mount
V50 Wide | Medium | Narrow | C-Mount
Interfaces

Inputs | Outputs | Selectable

Encoder input

Ethernet | EtherNet/IP

PROFINET | SensoWeb

Service port

Job | Detectors

Number of jobs (max.)

Number of detectors per job (max.)
Pre-processing

Pre-processing filter

Repeat mode

Shutter variation

Free-form search region

Alignment

Contour matching
(translation, rotation 360°)

Pattern matching
(translation, rotation 360°)

Edge detector
(translation, rotation)

Object detection
Contour (translation, rotation 360°)
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VISOR® Code reader

Reading barcodes, data codes, text

v |-

75| -

v |-

40| -
= =
—|- 22| -

White | only for Mono: Red, Infrared

v (V20 only) v v
SN | [= vVIVIVIY
VA A VA B VIV VIV
—-I=1-1- VY=Y
Ethernet | EtherNet/IP | PROFINET
2|12|4 2|2|6
- v v
v |V v |V v |V
v |V v |V v |V
- v v
255
2 255
- v v
- v v
- v v
- - v
- - v
- - v
- - v
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VISOR® Code reader

Multiple objects = = -

Contour 3D = - -
Multiple objects = — -
Target Mark 3D = - —
Pattern matching (translation, rotation 360°) - -
Multiple objects - -

<

Gray - _
Contrast - _

<A

Brightness - -
Caliper - -
BLOB - -
Identification

Barcode | Barcode Advanced v |- vV vV
Datacode | Datacode Advanced v |- vV v |V
OCR - - v
Robotic functions

Result offset Image | 2D | 3D e e —|=]- e e
Gripping space check - - -

Result processing

Result processing: Text - N4 v
Result processing: Math = - -
Result processing: Robotics = - _
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4.4.3 VISOR® Robotic

Applications

Resolution

V10 (800 x 600): Mono | Color
Frames per second: Mono | Color
V20 (1440 x 1080): Mono | Color
Frames per second: Mono | Color
V50 (2560 x 1936): Mono | Color
Frames per second: Mono | Color
Lighting

Multishot (Mono)

Target laser

Lenses

V10 Wide | Medium | Narrow | C-Mount
V20 Wide | Medium | Narrow | C-Mount
V50 Wide | Medium | Narrow | C-Mount
Interfaces

Inputs | Outputs | Selectable
Encoder input

Ethernet | EtherNet/IP

PROFINET | SensoWeb

Service port

Job | Detectors

Number of jobs (max.)

Number of detectors per job (max.)
Calibration

Scaling (Measurement)
Calibration plate (Measurement)
Point pair list (Robotics)
Calibration plate (Robotics)
Hand-Eye calibration (Robotics)
Base-Eye calibration (Robotics)
Pre-processing

Pre-processing filter

Repeat mode

Shutter variation

Free-form search region
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Robotics, localization, presence, completeness,

VANES
75

measurement, position control

v |V
4020
v |V
22|8

White | only for Mono: Red, Infrared

v

VANANEN,

v

vV
vV

LA A A

v
-1=I-I-
VA VAR VAR V4
VA VAN V4
Ethernet | EtherNet/IP | PROFINET
2|2|6
v
v |V
v |V
v
255
255
v
v
v
v
v
v
v
v
v
v

LA N A
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VISOR® Robotic

Alignment

Contour matching v N
(translation, rotation 360°)

Pattern matching v v
(translation, rotation 360°)

Edge detector v v
(translation, rotation)

Object detection

<

Contour (translation, rotation 360°)

Multiple objects

Contour 3D

Multiple objects

Target Mark 3D

Pattern matching (translation, rotation 360°)

«

Multiple objects
Gray

Contrast
Brightness
Caliper

BLOB
Identification
Barcode | Barcode Advanced -|- v |V
Datacode | Datacode Advanced -|- VANV
OCR - v
Robotic functions

Result offset Image | 2D | 3D vV

Gripping space check

UENENR R SRR WY
RSN USROG GRS

<
<

Color detectors for Color variants
Color Value

Color Area

Color List

Color distance | Binarization

NGRS
LA A A

Result processing

<

Result processing: Text -

<
<

Result processing: Math
Result processing: Robotics v v
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4.4.4 VISOR® Object Al

Applications

Resolution

V10 (800 x 600): Mono | Color
Frames per second: Mono | Color
V20 (1440 x 1080): Mono | Color
Frames per second: Mono | Color
V50 (2560 x 1936): Mono | Color
Frames per second: Mono | Color
Lighting

Multishot (Mono)

Target laser

Lenses

V10Wide | Medium | Narrow | C-Mount
V20Wide | Medium | Narrow | C-Mount
V50Wide | Medium | Narrow | C-Mount
Interfaces

Inputs | Outputs | Selectable
Encoder input

Ethernet | EtherNet/IP

PROFINET | SensoWeb

Service port

Job | Detectors

Number of jobs (max.)

Number of detectors per job (max.)
Calibration

Scaling (Measurement)
Calibration plate (Measurement)
Point pair list (Robotics)
Calibration plate (Robotics)
Hand-Eye calibration (Robotics)
Base-Eye calibration (Robotics)
Pre-processing

Pre-processing filter

Repeat mode

Shutter variation

Free-form search region
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Presence, completeness, measuring, color, position control

—|v
~150
v |V
4020
v |V
22|8

White | only for Mono: Red, Infrared

v

NENENAWN
VANENEN,
vVIV=Iv

Ethernet | EtherNet/IP | PROFINET

2|2]6
v
v |V
v |V
v

255
255

<A
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VISOR® Object Al
Alignment

Contour matching - N
(translation, rotation 360°)

Pattern matching - v
(translation, rotation 360°)

Edge detector - v
(translation, rotation)

Object detection

<

Contour (translation, rotation 360°) -
Multiple objects - v
Contour 3D (translation, rotation 360°) -
Multiple objects -

Pattern matching (translation, rotation 360°) -
Multiple objects =
Gray -
Contrast -
Brightness =
Caliper -
BLOB -
Classification

SN N N N NN

&

Classification (Al) =
Identification

Barcode | Barcode Advanced —-|- -|-
Datacode | Datacode Advanced —|- —|-
OCR - -
Robotic functions

Result offset Image | 2D | 3D —|-]- -|-1]-
Gripping space check -

Color detectors for Color variants

Color Area -
Color Value -
Color List -

AR RS

Color distance | Binarization -
Result processing

Result processing: Text -
Result processing: Math - v
Result processing: Robotics = =

068-14797-04 EN — 2022-09-23 34



O SeN SOPART VISOR® User Manual

4.4.5 VISOR® Allround

VISOR® Allround

Applications Presence, completeness, measurements, color
Reading of barcodes, data codes, text, multishot, position
control

Resolution
V10 (800 x 600): Mono | Color vV --
Frames per second: Mono | Color 75150 —|-
V20 (1440 x 1080): Mono | Color v |V

Frames per second: Mono | Color 40|20

V50 (2560 x 1936): Mono | Color —|- v |V
Frames per second: Mono | Color e 228
lllumination White | only for Mono: Red, Infrared
Multishot (Mono) v v
Target laser v v
Lenses

V10 Wide | Medium | Narrow | C-Mount VAR VAN RVAN IV —|=1-1-
V20 Wide | Medium | Narrow | C-Mount VAN VAN VAN V4

V50 Wide | Medium | Narrow | C-Mount o e e VAN S IV
Interfaces Ethernet | EtherNet/IP | PROFINET
Inputs | Outputs | Selectable 2|26

Encoder input v v
Ethernet | EtherNet/IP vV VANV
PROFINET | SensoWeb v |V VANV
Service port v N

Job | Detectors

Number of jobs (max.) 255
Number of detectors per job (max.) 255
Calibration

Scaling (Measurement) v

Calibration plate (Measurement) v

Point pair list (Robotics) -

Calibration plate (Robotics) -

Hand-Eye calibration (Robotics) -

AN N N N

Base-Eye calibration (Robotics)

Pre-processing
Pre-processing filter
Repeat mode
Shutter variation

LA N A
NGRS

Free-form search region
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VISOR® Allround

Alignment

Contour matching v N
(translation, rotation 360°)

Pattern matching v v
(translation, rotation 360°)

Edge detector v v
(translation, rotation)

Object detection

<

Contour (translation, rotation 360°)
Multiple objects v
Contour 3D -
Multiple objects
Target Mark 3D
Pattern matching (translation, rotation 360°)

Multiple objects
Gray

Contrast
Brightness
Caliper

BLOB
Classification
Classification (Al)
Identification
Barcode | Barcode Advanced vV vV
Datacode | Datacode Advanced vV VANV
OCR v v
Robotic functions

Result offset Image | 2D | 3D o bl vV |V
Gripping space check

RSN USROG GRS

LA N AL AL

|
<

|
<

Color detectors for Color variants
Color Value

Color Area

Color List

Color distance | Binarization

LA N A
NGRS

Result processing

<
<

Result processing: Text

AN
<

Result processing: Math
Result processing: Robotics = v
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5 Installation

5.1 Mechanical iINstallation ... . 37
5.2 Electrical INStallation ... .. 42
5. 3 NEtWOIK CONMNME C T ON 46

5.1 Mechanical installation

5.1.1 Installing the bracket
For installation, use the Mounting bracket MK 45 (543-11000) or the Mounting hinge MG 3A (543-11024) only.

NOTE:
11 The Mounting hinge MG 3A is not included.
Itis available under part number 543-11024 from SensoPart Industriesensorik GmbH.

Installing VISOR® on Mounting bracket MK 45

1. Slide the mounting bracket onto the sensor’s dovetail
guide.

2. Use the Allen key to tighten the socket cap screw in the
mounting bracket’s cross-hole.

3. Now install the mounting bracket on a suitable fixture.

1. Slide the mounting hinge's dovetail onto the sensor’s
dovetail guide.

2. Use the Allen key to tighten the socket cap screw in the
mounting hinge’s cross-hole.

3. Now install the mounting hinge on a suitable fixture.

5.1.2 lllumination

5.1.2.1 Sensor and illumination configuration

The terms "bright field illumination," "dark field illumination," and "diffuse illumination" are used to distinguish between
three sensor and illumination configurations.
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Arrangement for bright-field illumination

When using bright field illumination, the positions of the sensor,

object, and illumination are chosen in such a way that the light
@ @ will be reflected directly from the object surface towards the
~ sensor.
/ R Smooth object surfaces will appear bright, while bumps and

depressions will appear dark.

Arrangement for dark-field illumination

When using dark field illumination, the positions of the sensor,
object, and illumination are chosen in such a way that the light
will not be reflected directly from the object surface towards the

0 / sensor.

e - ey Smooth object surfaces will appear dark, while bumps and
depressions will appear bright.

Diffuse illumination configuration

Y=\ Diffuse illumination is only possible with an external source of
lighting.

Diffuse illumination is used everywhere where highly reflective,
curved, or, above all, irregularly shaped object surfaces are

— concerned (e.g. aluminum foil on blister packs, etc.). Such

objects can only be illuminated with diffuse illumination (i.e.
uniform illumination coming from all directions), and not spot-
shaped illumination. Diffuse illumination is also known as

g L "cloudy day" illumination, i.e. uniform light from behind the cover
[ . of clouds as a light source rather than from direct sunlight.

NOTE:
External sources of light are available from SensoPart Industriesensorik GmbH.
Additional information: Accessories

Fine adjustment

It will not be possible to carry out a fine adjustment on the vision sensor until after electrical installation and the initial
setup (VISOR® software installation).

5.1.2.2 Mechanical isolation from ambient light

Ambient light from windows or skylights that disrupts the scene only temporarily on certain days / seasons of the year
can often be blocked with mechanical elements.

5.1.2.3 Version with Infrared illumination

Another option for becoming more independent of ambient light is to use the corresponding VISOR® variant with IR
illumination. Here, the test scene is illuminated with built-in, powerful IR illumination. The receiver is equipped with
appropriate filters that only let light within this spectrum get through to the receiver, i.e., the sensor operates within a
narrow wavelength range and, to the greatest extent possible, only with the light it emits itself.
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Another advantage of using infrared illumination consists of the fact that the flashes are invisible and accordingly will
not inconvenience any people working in the area.

5.1.2.4 Version with UV illumination

The VISOR® vision sensor with UV illumination is used to detect marks applied with luminescent ink. These can be
codes or other characters, for example. The mark remains invisible in the visible spectrum of light. Only when
illuminated with UV light does the marking become visible and luminesce in a visible color such as red or green. This
effect allows invisible marks to be applied or marks to be detected regardless of the background color.

5.1.2.5 Alignment for vertical illumination

In order to ensure that the VISOR® is perfectly perpendicularly aligned with the object surface, place a piece of
reflective foil or a mirror on the object and start the VISOR® operating software as a test. For an image that is
continually updated, select the trigger mode "Free run" and under Trigger / Image update "Continuous". Now align the
sensor as perpendicular as possible to the reflective / mirror surface until the integrated illumination LEDs dazzle
directly into the image of the user interface. Arrangement see Figure in Chapter lllumination

- [m] *
Fle View Options Help
- =
-
fog@d-Z@e ) 6EP e
Setup Help | Result | Statistics
Job Count 1 Reset
Alignment Pass 0 0.00%
Detector Fail 1 100.00%
Cutput. Minimum nfa
execution time
Start sensor o
execution time nla
Average
execution time nia
Trigger Image update
Single
Trigger |
Continuous
Connection mode .
S 4 > L2 L2
@ oniine Offine it sl d ‘
Configure job
Name Description Author Created Ch | Image acquisition Pre-processing Calibration Cyde time
1|Job1 Job Authar 08.04.202.. 08. | shytter speed Resolution Internal ilumination
Lo00ms |3 Auto 14401080 HDV2 & on s
Gain Trigger mode Quadrants
| —— W — Trigger 4 o ~0
Working distance T Q29
P |zssmn [7] [ aum Between image acg &
Dynamic External ilumination
s 2 Linear 3| |om 3
New Duplicate Delete Delete all
Mode: Config | Name: visor Active job: 1, Jobl Cydle tme: (n/a) X:0Y:01:0 | DOUT g @ @ @ @ @

Fig. 2: Figure for vertical illumination

5.1.3 Target laser

The laser can be configured in the VISOR® software in the SensoConfig module under Job / Image acquisition /
Target laser.
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The target laser’s laser beam runs parallel to the optical
axis at a distance of 12.5 mm and can be used to align the
sensor.

® Laser beam
@ Optical axis

5.1.4 C-Mount lens and protective casing

Various lenses with different focal lengths are available for VISOR® C-Mount vision sensors. The lenses can be
protected with a protective casing. Lenses and protective casings are available from SensoPart.

Installing the C-Mount lens and protective casing on the vision sensor

1. Screw the lens into the C-Mount vision sensor’s
internal thread.

2. Screw the protective casing’s extension onto the
VISOR® vision sensor’s external thread.

3. Screw the protective casing onto the extension’s
external thread.

C-Mount VISOR® vision sensor
Lens

Extension for the protective casing
Protective casing

® © ©@ O

5.1.5 Polarizing filters and spark protection guard

é ATTENTION:
If you use the spark protection guard, the maximum operating temperature is lowered to 45 °C.

Various polarizing filters and a spark protection guard are available for the VISOR® vision sensor.

® VISOR® vision sensor

@ Polarizing filter for spark protection with 100%
coverage.

® Polarizing filter for spark protection with 50%
coverage.
Individual quadrants of the internal illumination can be
turned on and off in the VISOR® software. If the only
quadrants that are turned on are the ones within the
50% polarizing filter cover, polarized light will be
emitted. If the quadrants that are turned on are the
ones in the clear half of the polarizing filter,
unpolarized light will be emitted instead.

® Spark protection guard
® Spark protection
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Installing the polarizing filter and spark protection guard

1. Insert the polarizing filter, aligned at the chamfer
with the foam side facing towards the front of the
sensor, into the spark protection guard.

2. Slide the polarizing filter disk and spark protection
guard onto the front of the sensor until the guard
locks into place on the sensor case and you hear
two clicks.

. Squeeze the two tabs on the side of the spark
protection guard at the same time. The spark
protection guard will come loose from the sensor
case and you will be able to remove it.
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5.2 Electrical installation

WARNING
The connection should be made exclusively by trained qualified personnel.
All live components must be de-energized when performing the electrical installation work.

é ATTENTION:

When using the unit on a network, it is necessary to ensure that the vision sensor’s default network
address (IP address), 192.168.100.100 / 24, is free and that it is not being used by any other device
connected to the network. If necessary, the vision sensor’s IP address must be changed. For more
information, please refer to "Network settings."

For error-free operation, the length of the connecting cables must not exceed 30 m. Failure to do this may
cause malfunction.

For stand-alone operation (independent of PC / PLC), only connection 24 V DC is required after startup.

5.2.1 24 V DC connection

M12 connection socket for voltage supply and digital I/O.

ATTENTION:
Use shielded cables exclusively, and terminate the shield across a large area.
Tightening torque for connector: 0.6 — 1 Nm.

1/0 Mapping

1 +Ug (24 VDC)

2 BU B eno

3 WH IN (external trigger)

4 GN - READY (ready for next external trigger)

51  PK IN/OUT (encoder B+)

6 YE IN/OUT, (external illumination, external illumination south)4

7 BK - IN/OUT, (external illumination, external illumination east)4),
LEDB 2

8 GY IN/OUT, (external illumination, external illumination north)4),
LEDC?2

9 RD - IN/OUT, (external illumination, external illumination east)4)

101 VT - IN (encoder A+)

11 GY/PK VALID (indicator for valid results)

12 RD/BU .. IN/OUT (ejector), LED A2)

1) Not available on all Standard models

2) All indicator LEDs are set without consideration of any delay times used

3) Colors match the SensoPart power cables. If other cables are used, there might be differences.
4) Only if Multishot is active
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Connecting the power cable

1. Connect the power cable to the 24 VDC connector on the
vision sensor.

2. Fasten the connector and tighten it with a torque of 0.6 to
1 Nm.

1. Strip a section of the power cable (remove a section of the
jacket). The power cable’s shield will be exposed.
2. Place a shielding clamp or a similar component over the
] stripped cable section and secure this shielding clamp to
[H > ]I > a shielding plate.
- e i

5.2.2 LAN connection

M12 connector for Ethernet connection.

ATTENTION:
Use only the correct network cables.

Tightening torque for connector: 0.6 — 1 Nm.

1/0 Mapping
1 TxD+
2 RxD+
3 TxD-
4 RxD-

Connecting the Ethernet cable

The vision sensor can be connected either directly to a PC (the preferred option) or to a PC through a network.

1. Connect the Ethernet cable to the vision sensor’'s LAN
connector.

2. Fasten the connector and tighten it with a torque of 0.6 to
1 Nm.
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2\ 3. Use the RJ45 connector to connect the Ethernet cable
_________ either

B A) Directly to your PC (the preferred option).

B) To your PC through a network.

5.2.3 Exemplary connection plan

Exemplary connection plan for the following configuration:

e Power supply

« Trigger

» 1xdigital switch output
e Encoder

e Ethernetto PCor PLC

Ethernet to PC or PLC

1/BN: +U, (24VDC) PLC / Cabinet
2/BU: GND

3/WH: Trigger
12/RDBU: Digital output

5/PK: Encoder B+
10/VT: Encoder A+

{ Power supply |

Encoder

Fig. 3: Exemplary connection plan
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5.2.4 Electrical connection Supply voltage with shield

N GND L

5 ©9o

Top hat rail

GND clamp PLC input Power Supply
3 PE P (¢ D d D

Tllelle s

24 VDC, /O cable from sensor g

Fig. 4: Power supply 24 V DC in the control cabinet with shield

5.2.5 Electrical connection PNP / NPN

Device Input  Vision Sensor Output Device

Fig. 5: Connection example for VISOR® in PNP mode. Inputs/outputs switch to +24 V

Device 24y Input  Vision Sensor Output Device
25 24y
1

1K

—

[N

v
I
I
i
.

-
1
1
i

---------- q Lo S

|
i .14: impedance L
GND 1. GND GND

Fig. 6: Connection example for VISOR® in NPN mode

VISOR® User Manual

The inputs are ground-referenced. Accordingly, an additional pull-up resistor may be needed in certain cases to
ensure that the input voltage will be increased to 24 V in an unswitched state. The outputs switch to ground.
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5.3 Network connection

The following instructions explain how to modify the network configuration for the PC and the VISOR® vision sensor. If
incorrect settings are used, the network connections in the computer may be lost. To be on the safe side, note the
former settings and reuse them if required. Following this procedure, it may be necessary to restart the system. In
order to determine which IP address is allowed in your network or locally on your PC, and to carry out the necessary
settings on your PC, please contact the responsible system administrator or administrator beforehand. The
illustrations, dialogues and menus used are taken from Microsoft Windows 10 operating system. The illustrations are
similar in other operating systems.

5.3.1 Basic PC and VISOR® vision sensor settings

Prerequisite for configuring the VISOR® vision sensor with a PC: PC with network adapter and an installed TCP/IP
LAN connection (even if the PC is not connected to a network). The VISOR® supports the automatic detection of the
Ethernet transmission rate, but a maximum of 100 MBit. The internet protocol IPv4 must be activated. The VISOR®
vision sensor can basically be configured and parameterized via two options: network connection and direct
connection.

5.3.2 Direct connection - Setting the IP address of the PC

To connect the VISOR® vision sensor to a computer via Ethernet, the IP address settings of the two devices must
correspond to each other. The default setting for the VISOR® vision sensor’s IP address is 192.168.100.100 / 24 with
a subnet mask of 255.255.255.0. For direct connection, the PC must be set to a fixed IP address suitable for the
sensor, as follows:

1. Clicking on Start/ Control Panel / Network Connection / LAN Connection / Properties opens the dialog window
"Local Area Connection Properties".

2. Inthelist "This connection requires the following elements”, select the option "Internet Protocol (TCP/IP)" and
click the button "Properties".

3. Inthe following window, set the desired IP address and subnet mask of the PC.

4. Confirm entries with OK.

Example:

The VISOR® vision sensor comes with its IP address set to 192.168.100.100 and its subnet mask set to
255.255.255.0. In this case, the IP address may be set to any value between 192.168.100.1 and 192.168.100.254,
with a subnet mask 255.255.255.0, with the exception of the sensor IP address (192.168.100.100).

To alter the sensor’s IP address, see Network settings of the sensor. Do not use the network addresses .0 and .255
as device addresses, as these are mostly reserved for network infrastructure, such as servers, gateways, etc.
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Internetprotokoll, Version 4 (TCP/IPv4) Properties >
General

You can get IP settings assigned automatically if your network supports
this capahility. Otherwise, you need to ask your netwark administrator
for the appropriate IP settings.

(C) Obtain an IP address automatically
(®) Use the following IP address:

IP address: | 192.168.100. 10 |
Subret mask: | 255.255.255. 0 |
Default gateway: | |

Obtain DMS server address automatically

(®) Use the following DNS server addresses:

Preferred DNS server: | . . . |

Alternative DNS server: | . . . |

[Jvalidate settings upon exit el

Concel

Fig. 7: PC IP Setup

5.3.3 Network connection - Setting the IP address of the VISOR® vision sensor

Before connecting the sensor to the network, check with the network administrator whether the sensor’s address has
already been assigned (default: 192.168.100.100 with subnet mask 255.255.255.0). This can otherwise cause
network failure. The configured IP address should be written down on the enclosed label for the VISOR® vision
sensor. The label must then be stuck on the sensor in a clearly visible place after installation.

Network connection speed:

Especially when using the VGA resolution and SensoView, the sensor should be operated with 100 Mbit /full-duplex
only.

Sensor IP still free:

Connect the sensor to the network and then set the sensor’s IP to match the administrator’s specifications, as follows,
beginning with Point 2.

Sensor IP already assigned:

1. First connect sensor and PC directly and set an authorized IP address in the sensor.

2. Connection via the network can then be carried out. First ensure electrical connection and installation of PC
software has been completed. To set the IP address on the VISOR® vision sensor, carry out the following steps in
the PC software:

a. Start SensoFind.

b. Selectthe VISOR® vision sensor you want from the list of active sensors.

c. Setsensor’s new IP address with the "Set" button. The IP address is assigned by your system administrator.
The PC’s IP address is shown in the status bar under the buttons. Note:: Certain PCs may have more than
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one Ethernet connection, i.e., wireless and wired LAN connections.
d. Select the sensor and connect via SensoConfig or SensoView.

File Options Help

@ [» ¢
Ictive sensors

Mode IP address
1@ Run

4

Bensors for simulation mode

Sensor name Hardware Type Variai
192.168.100.100 Vision Sensor V10

Alround  Prof...

Sensors for simulation
mode

In order to access the simulation mode, select
the required sensor type with a double click and
press the "Config" button (access of
SensoConfig).

Function of displayed parametears

Parameter Function

Sensor type Sensor type (e.g. Object,
Code Reader)

Hardware Hardware type (e.g.
resolution, monachrome, or
color sensor)

Version Firmware version

Variant Sensor variant (e.g.

Advanced ..)

If the function "Configure" is not accessible
(button inactive), a login with password entry is
necessary. If you do not know the password,
please contact the administrator.

IP address (PC): 10.23.240.83

Type Hardware Variant Version
1|®  Alround V20 ¥ | Professional ¥ |2.1.10.1 7
2 Object W20 ¥  Advanced ¥ 2.1.10.1 -
3 Code Reader V20 ~  Professional > |2.1.10.1 w7
4|9  Robotic V20 ¥  Professional ¥|2.110.1 A
5|% Solar V20 ~  Advanced > |2.1.10.1 7
Add active sensor Favorites
IP address | . . . v Add Options =
Find Config View Set

Subnet mask: 255.255.255.255

Home Previous MNext Print

This PC has more than one Ethernet Adapter

Fig. 8: SensoFind

VISOR® User Manual

Modification of the standard gateway enables operation in different sub-networks. Only alter this setting after
consultation with your administrator. Automatic integration of a new computer or sensor into the existing network
without manual configuration is possible through DHCP. Normally, only the automatic reference of the IP address
must be set at the sensor on the client. When the sensor is started on the network, it can obtain the IP address, net
mask, and gateway from a DHCP server. Activation of the DHCP mode is carried out via the "Set" button by activating
the checkbox "DHCP". Since this means that the exact same VISOR® may have different IP addresses at different
times, a sensor name must be assigned when enabling DHCP. If there are multiple VISOR® sensors on a network,
each one must be assigned its own unique name.

? >
IPAddress | 192,168,100, 101
Mask : 255,255, 255.000
Gateway | 192,168,100, 102
DHCP
Mame Vision
Set Cancel

Fig. 9: VISOR® IP setup

If a VISOR® with DHCP is turned on on a network without a DHCP server, the VISOR® will automatically set its IP
address to 0.0.0.0. This can occur, for example, in the event of a power or server failure or in the event that the
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system is restarted. The reason for this is that the DHCP server may boot more slowly than the VISOR®. Make sure
that the VISOR® is turned on only after the DHCP server is available.
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6 VISOR® software — Overview and Quick Start Guide

6.1 Structure of the VISOR® SOfWaAre ... ... 50
6.2 Start the VISOR® SOfWaAIe ... . 50
8.3 S NSO NG . 51
8.4 SENSOC ON G .o 55
8.0 S NS O W . 62
8.6 CONEXt NI .. 63

The following describes the basic structure of the VISOR® software. The structure of the individual modules
(SensoFind, SensoConfig and SensoView) is explained and short instructions are given for each module. This Quick
Start Guide uses the example of an object sensor to explain the exemplary procedure for setting an inspection task
on the VISOR® vision sensor.

6.1 Structure of the VISOR® software

The VISOR® software software is made up of the following three modules:

* SensoFind
With this module, you can select the sensor to be configured or a sensor simulation, and start the applications
SensoConfig or SensoView. Here, system settings such as IP addresses or firmware updates can be modified,
and passwords and user rights can be managed.

* SensoConfig
This module contains comprehensive functions for setting up sensors and configuring inspection tasks (jobs). If
password protection is activated, you need the authorization of the user group administrator for the configuration.

e SensoView
This module displays images and results. You can use it to monitor / check sensors and analyze measurement
results. In addition, extensive archiving functions are available. Compared to SensoConfig, it only offers limited
configuration options. If password protection is activated, the authorization of the user group administrator or
worker is needed.

SensoFind
— | L —
¢ Configuration * Viewing
e Testing * Upload
! !
| SensoConfig | SensoView

Fig. 10: Software structure

You can download free, up-to-date versions of the VISOR® software at www.sensopart.com.

6.2 Start the VISOR® software

Click on the "VISOR Vision Sensor" desktop icon to start the VISOR® software.
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Vision Sensor
. ® .
Fig. 11: VISOR" software icon
6.3 SensoFind
6.3.1 SensoFind - Overview
— O X
File Settngs Help
e [ ¢
nctive sensors E
A IP address Sensor name Hardware Type Varial Cunﬁguring a connected sensor
1@ 192.168.100.20 Vision Sensor W20C Allround Adv...
Mark a sensor (simulaticn) in the list and click
on the "Config" button.
The configuration program is called up and the
jobs currently stored on the sensor are shown
in the selaction list.
When the configuration program is called up,
you may be required to enter a password.
4 I [+
Bensors for simulation mode
B Type Hardware Variant Version
1|/@ Color W20C ¥ | Advanced | 1.19.10.1
2|3 Object W20 ¥  Advanced | 1.19.10.1 ~
3|9 Code Reader W20 ¥ Professional | 1.19.10.1 “
4|2  Solar (] ~ | Adwvanced > 1.19.10.1 hd
5|2  Alround V2o ~ | Professional > 1.19.10.1 hd
Add active sensor Favorites
IP address [ Lo [ Add l [Dptions l
Home Previous Mext Print
D re [ coie )| ve ][ = ||\ I Il I
IP address (PC): 10.0.2.15 Subnet mask: 255.255.255.0 This PC has more than one Ethernet Adapter

Fig. 12: SensoFind Overview
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A: Active sensors
This list shows all the VISOR® vision sensors that can be reached from the PC.

B: Sensors for simulation mode
Shows all the VISOR® vision sensors available for the offline simulation.

C: Add sensors via IP address

Sensors that do not appear in the list "Active sensors" after the software has started or after "Find" (triggering a
further search run), but are definitely in the network (possibly behind a gateway, for example) and whose IP address
is known, can be entered here with their IP address. By clicking the "Add" button, such sensors, if found, are also
entered in the "Active sensors" list and can now be edited.

D: Functions

» Find
Triggers another search
» Configure
Configuration of a connected sensor or sensor simulation = SensoConfig
* View
Displays image or result data from a connected sensor = SensoView
 Web
Displays image or result data from a connected sensor in the standard web browser
e Settings
Edits network settings such as the sensor's IP address, etc.

E: Context help
Context-sensitive help for the current topic

F: Favorites
VISOR® vision sensors can be saved as favorites. The favorites are used for quick access and management of the
VISOR® vision sensors.

Additional information: VISOR® Software — SensoFind

6.3.2 SensoFind — Quick Start Guide

In this program, you can select a sensor or a sensor simulation for configuration or display (monitoring) and carry out
different basic settings.

6.3.2.1 Open sensors or sensor simulations

6.3.2.1.1 Configuring or displaying sensors

In order to open a sensor for configuration or display, select with a single left mouse click the required sensor in the
"Active sensors" list. Then, with a click on the "Config" button, the "SensoConfig" module starts. With the button
"View", the "SensoView" module starts.

6.3.2.1.2 Sensor simulation

To open a sensor for offline simulation, highlight the desired sensor in the "Sensors for simulation mode" list. Then,
with a click on the "Config" button, the "SensoConfig" module starts.
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6.3.2.2 Passwords

6.3.2.2.1 Set up passwords

At the first start after the installation, the password input is completely deactivated and the auto-login as administrator
is preset. If parameter settings should be protected against unauthorized access, passwords for the password levels
"Admin" and "User" should be assigned. This can be accessed via the menu bar File / User administration or via the
button with the key symbol in the toolbar.

&~

Fig. 13: Password button

6.3.2.2.2 Password levels

| SensoFind |

| — 1
SensoView Password: Admin
Images and results
1 !

SensoConfig

Password: User Settings of all parameters

!
| Job upload |
!

| Image recorder |

Fig. 14: Password levels

Administrator All functions All functions All functions
Password
Worker All functions except None All functions,
Password _ _ including Job Upload and
+ Configuration Image Recorder
e Settings
e Update
User All functions except None Only display of images,
(without password) . _ inspection results, and
¢ Configurating statistics
e Settings
e Update

In order to be able to use the "Config" function after assigning passwords, a login is now necessary: To login, click on
the Login button in the toolbar and enter the previously assigned password.

=)

Fig. 15: Login button
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Administrator
Password

Retype password
Waorker

Password

Retype password

Set ] [ Cancel

Fig. 16: Password input

By assigning an empty password, the query can be acknowledged again without further input. By activating the
checkbox "Deactivate password query" the query will be deactivated permanently.

If passwords have been assigned and then forgotten, the software can be reset to the delivery status by reinstalling
the software.
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6.4 SensoConfig

6.4.1 SensoConfig - Overview

- O X
Fi View Options Help
e
-8 1 BEo ¢
Setup Help | Result Statistics
- D
Minimum
execution time nfa
Maximum
execution time nfa
Average
e execution time nfa
Trigger /Image update
Trigger
ﬁnnecﬁunmude
= 4 > > g
® Online Offline E] ! ! !
G Configure job
Hame Description Author Created Ch | Image acquisition | Multishot ] Pre-processing ] Calibration ] Cydle time ]
1|Jobl Default job Authar 22.10.201.. 22, | shytter speed Resolution Internal ilumination
[016ams [2] [ auwe | sooxsoosves 3| [on 2
[a]
=
Working distance External illumination
(e [ [+]
[ Mew ] [ Duplicate l [ Delete ] [ Delete all ]
‘IH Config | Name: Vision Sensor Active job: 1, Job1 Cyde time: (n/a) X:0Y:01:0 | DOUT 12 @ @ @ @ @

Fig. 17: SensoConfig Overview
The different areas are:

A: Menu and toolbar. Under "Options" you can change the language of the user interface. Afterwards, a restart is
not required.

Please find the menu item "Classification (Al): Open folder of training data sets" under Detector Classification (Al).

B: Setup steps: VISOR® Software — SensoConfig

C: Image
Image output with graphically adjustable working and regions of interest as well as zoom function also filmstrip
navigation

D: Help, Result, Statistics

« Help: Context-sensitive help for the current topic
» Result: Detector results for selected parameters
 Statistic: Display statistic on evaluation and execution time
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E: Image acquisition settings
Switchover between continuous mode and single-frame mode and software trigger

F: Connection mode
Switchover between online and offline mode (sensor present or simulation without sensor)

G: Configuration window
Variable, content changes to the corresponding action to set the associated parameters.

H: Status bar
Various status information, including: Mode / name of VISOR®/ active job. In the Run mode: Cycle time, xy position of
the cursor and pixel intensity / individual I/O on/off status (as configured below in "Output / Digital output").

Additional information: VISOR® Software — SensoConfig
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6.4.2 SensoConfig — Quick Start Guide
. . ® . . .
You can use this program to configure your VISOR"™ for one or more jobs in five setup steps.
6.4.2.1 Configuring a job
To configure a job: Edit the job entry under Setup / Job or create a new job.
- [m] x
File View Options Help
-
logd-m@lli@Q 2
Setup Help ] Result Statistics |
L owpu | i
E—TTI— o e
Maxinum
execution time nfa
Average nfa
execution time
Trigger /Image update
-
Connection mode
@ Online Offline
Configure job
Hame Description Author Created Ch| | Image acquisition | Multishot ] Pre-processing ] Calibration ] Cyde time ]
1|Jab1 Default job Authar 22.10.201... 22, | shytter speed Resolution Internal ilumination
> [o64ms }%][ auto | [soooosvea 3| [on 2
Gain Trigger mode
(s |
Working distance External ilumination
[ [ [+]
[ Mew ] [ Duplicate l [ Delete ] l Delete all ]
Mode: Config | Name: Vision Sensor Active job: 1, Job1 Cydle time: (n/a) X:0Y:01:0 | DOUT 12 @ @ @ @ @

Fig. 18: SensoConfig Job

Here, new jobs are created and the jobs are managed. In addition, this is where all global settings that are valid for the
entire inspection task, such as shutter speed, gain, illumination settings, etc. are carried out.

A job contains all the settings and parameters required to perform a specific inspection task.

» The following basic image settings should first be made to ensure a high-contrast and sharp image:
¢ Image brightness: Adjust Shutter speed or Gain (see setup step Job/ Image acquisition tab)
¢ Sharpness: Adjust the sharpness of the image by adjusting the "Working distance™ control until a sharp image
is visible (see chapter Job / Image acquisition tab).

 Inthe delivery state, the settings are Trigger mode = "Free run" (see Job / Image acquisition) and "Trigger / Image
update" = "Continuous". Thus, a new image is permanently fed into the focus and brightness setting, thus

permanently updating the display.

» The subsequent adjustment of the Alignment and the detectors is preferably carried out in single image mode,
since all settings are then based on a master image and the image input is not permanently executed. For this
purpose set the Trigger mode = Trigger in the Image acquisition tab.
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« Within a job, Alignment and (depending on the sensor type) 32 or 255 different detectors to solve the inspection
task can be defined below.

Itis possible to save a job as a template. To do this, right-click on the job in the job list and select "Save as template”.
For each new job, the settings and detectors are then copied from the job template. In the job list, the job template is
identified with a "T" (Template). The job template cannot be edited. To remove the job template, right-click on the
template and select "Remove".

6.4.2.2 Configuring Alignment
For objects or features whose position varies in the image, Alignment may be useful or necessary.

Alignment is optional and is available with the methods Pattern matching, Edge detector and Contour matching.

First select the appropriate Alignment method. Then graphically set the position and size of the corresponding work
areas on the screen to the characteristic that is to be used to determine the position. The associated parameters are
displayed on the bottom right-hand side and can also be adjusted there.

Alignment affects all detectors defined below in this job. In the example here, the upper left corner of the rectangular
component, which only varies in position translatorically in X and Y direction, is used to determine the position of the
component. Therefore the left and the upper outer edge and their intersection point are determined. If the angular
position of the component can also vary, the "Contour matching" method should be used for Alignment.

- [m] x
Fle View Options Help
-
fogd-mell@ed@p ?
Setup i T Help Result Statistics
pass 3 100.00%
Fai 0 0.00%
execution time nia
Mamum
execution time nia
Average
execution time nla
Trigger /Image update
Connection mode
- 4 » 3 Y
Sowe Oome | LIE_ L[ ] [
Configure alignment
Method Parameters
- Probe tIpE Probe 1 Probe 2
Edge strength Edge position Edge strength Edge position
Pattern matching -
= (un [} = [un [
@ Edge detector
Smoothing Search direction Smoathing Search direction
Contou matching > [ox [3] a——— [som [
Transition Search stripes Transition Search stripes
— 3] 3 = [ — t] [3 =
Mode: Config | Name: Vision Sensor Active job: 1, Jobl Cyde time: (n/a) X0Y:0L0 | DOUT @ @ @ @ @ @

Fig. 19: SensoConfig, Alignment Edge detector

6.4.2.3 Configuring detectors

In the setup step Detectors, detectors can be selected and set to solve an inspection task.
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& New detector x
Positioning / Inspection Inspection
[®) contour o pattern matching ‘0" Brightness @ contrast
& BLOB ® Gray
Measurement Result processing
% Caliper B Result processing: Math
O contour Locate and count objects by contours
This detector s suitable for robust, rotationally and scaling tolerant detection of object positions based on their
contours.
Applcation fields: Detection & inspection, Positioning
v—
Application(s) %}

Fig. 20: Detector selection list, example: VISOR® Object

First select a suitable detector from the dialog shown above. Then set the work and regions of interest graphically in
the image. If there are teach-in areas, they are taught-in immediately upon completing the setting. At the bottom left,
all the detectors defined in this job are displayed in the detector list. At the bottom right, the parameters of the
currently selected detector are displayed and can be adjusted there.

If additional features should be tested on the same part, you can use "New" to create any number of additional

detectors, analogous to those described above. In the example, two brightness detectors were defined to check the
presence of contacts in the test piece.

» Detector 1 finds a contact (brightness value is within the required range, as there is a metallically shiny, i.e. highly
reflective contact) and therefore reports a positive result.

» Detector 2 finds no contact (brightness value is outside the required range, as there is hardly any reflection from
dark plastic housing) and therefore reports a negative result.
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- [m] x
Fle View Options Help
-
fogd-cele|P ?
Setup Help | Result | Statistics
Alignment Pass 0 0.00%
Fal i 100.00%
M
execution tme nfa
execution time nfa
Average
execution tme nfa
Trigger /Image update
Trigger
Connection mode
g < » » b
Sowe Oome | LJ ' 1] [w
Configure detectors and regions
Detector name Score Detector type  Alignment Brightness
1 |Detectorl @ 58.4 Brightness Ld Threshold
2| Detector2 s 17 Brightness v emmmm) (w0 [3] [we [7] BE
Search region
Rectangle S
Edit search region Overlay search region
[l [ [+]
[ New ] [ Copy ] [ Reset ] [ Delete ] [ Delete all ]
Mode: Config = Name: Vision Sensor Active job: 1, Jobl Cyde tme: (n/a) X0 Y:01:0 | DOUT @ @ @ @ @

Fig. 21: Set detector

6.4.2.4 Output, I/O and data output

The setup step Output enables different settings of digital inputs / outputs and data output.

The interfaces can be selected and activated in the various tabs. Detector results can be logically linked and assigned

to the existing 1/Os.

The desired interface is also selected for the output of result data and the data string is compiled.

@ Interfaces l Telegram & 1/0 mapping | Digital output. l @Signalling l Timing l Archiving l Image transmission l

Pin / color Input QOutput NO [/ MC Function Unigque function
03 WH v [ Hjw Trigger = H/W Trigger
1W0VT ¥ no function /undefined | % Encoder A+

12 RDBU (A) v (N0 3] Ejector /Result
03RD ? NS

05PK ¥ [\o. 7] Encoder B+

05 YE ? NS

078K (B) ’ N

08GY (C) v [NMO %] [Result =3

Fig. 22: Output, Digital signals, and Data

Setting possibilities in the different tabs:

* Interfaces
Selection, Setting, and Activation of the individual interfaces.

e Telegram

Used to configure the data output string via Ethernet or PROFINET.

* 1/0 mapping
Used to select and map digital switching inputs and outputs.
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 Digital output
Assignment of a logical link using the Boolean results of all detectors.
Definition of complex logical links via table or via input of a logical formula.
A separate logical link can be assigned to each existing digital output.
» Signalling
Settings for statistics and for digital outputs.
e Timing
Used to configure delays: Trigger delay, result delay, result duration
e Archiving
Used to configure data archiving.
* Image transmission
Used to configure image transmission via image recorder or RAM drive.

Selection of: Binary or ASCII protocol, start / trailer, standard content / flexibly configurable, special individual data of
the individual detectors.
Any number of individual results of all defined detectors can be freely arranged in the output string.

NOTE:
The settings in the "Interfaces”, "I/O mapping" and "Signalling" tabs (indicated by the "globe" symbol)
apply to the entire job set. Changes made in one job are applied to all other jobs.

6.4.2.5 Starting the sensor

When the sensor is started, all settings are transferred to the sensor, stored in the flash and executed there according
to the settings made, e.g. in free run or triggered mode. All displays in the detector list, in the result field or under
"Statistic", are updated here. With a click on "Start sensor" the transferred parameters are permanently stored and
the corresponding hardware outputs are also set during execution.
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6.5 SensoView

6.5.1 SensoView - Overview

File View Options Help

A B

This program enables the monitering of the
image from the camera and the inspection
results.

Image display

Result

Statistics

Changing active job

Upload

Commands / Freeze image

Image recorder

Archiving test results and images

Home Prev Next Print
Commands
Statistice Job select | Job upload
Image selection | 1 I D
@ Allimages
—~ . Minimum
h gl os=nages Ci execution time [El.ms ] [ ges
() Failimages
Freeze image Maximum
- s [2398 ] [ 100.00% execution time
® Current image
) Next image i
. verage
Fai [0 ][0'00% execution time 32ms
Freeze l [ Zoom
Archiving Rec. images
Mode: Run ‘ IF address: 192.168. 100. 100 | Mame: Vision Sensor ‘ Active job: 1, Job1 | Count: 2401 | | DOUT . i @ @ @ @

Fig. 23: SensoView Overview
A: Image display

B: Context help
Context-sensitive help for the current topic

C: Commands
Commands for displaying, transferring, and archiving images.

D: Job and result display
These tabs can display (statistical) results, switch jobs, and load jobs / job sets from SensoView to the sensor.

Additional information: VISOR® Software — SensoView

6.5.2 SensoView — Quick Start Guide

Display images and results

This program is used to monitor / check connected sensors, to analyze inspection results, as well as to archive
inspection results and images.

After clicking on the button "View" in SensoFind the module SensoView starts.
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The current image is displayed with overlays of the Alignment and detectors (if "Image Transfer = Active" is enabled
in the configuration module under Job / General).

The "Result" tab shows the individual detectors with their results and the overall result.
The tab "Statistic" shows further statistical results.

With "Freeze image", event-driven (e.g. bad part) images can be captured in the display.
With "Zoom", displayed images can be enlarged.

With "Archive images", images and result data can be archived on the hard disk of the connected PC, as
previously set under File / "Configure archiving”, with or without numerical result data.

With "Rec. images", the image recorder can be read.
In the "Job" tab, it is possible to switch between existing jobs on the sensor.

In the "Upload" tab, other, previously defined jobs or entire job sets can be loaded from the viewer onto the
sensor.

6.6 Context help

Context-sensitive help pages are available for all important program functions: As soon as you select a certain
function on the program interface, you will receive the appropriate information in the help window at the top right (Help
tab).

To view all available help pages, select "Help" from the menu or click the button with the "?" symbol or double-click in
the context help window. There, you also can also search for terms or keywords. In comparison to the context-
sensitive help, the size of this help window can be enlarged to view longer text more clearly.

Used open-source software: Open Source Licenses
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7 VISOR® Software — SensoFind

In this program, you can select a sensor or a sensor simulation for configuration, or for display (monitoring), as well as
various basic settings.

T ACHVE SENSOIS . . 64
7.2 Sensors for simulation MO ... ... 66
7.3 Add /fiNd @CHIVE SENSOI ... .. o 66
T A FaVOM S 66
7.5 Configuration of @ CONNECIEd SENSOr ... ... ... 69
7.6 Display images and result data ... 70
7.7 Network settings Of the SENSOr ... .. 70
7.8 User administration / Passwords (file) ... . 71
7.9 Firmware update (fille) ... 72
710 Autostart file (fille) ... 73
7.11 SensoFind Support Mode . 75
- O *

File  Options Help

o [» ¢

Active sensors

Mode IP address Sensor name Hardware Type Varian Se“sors for SimUIation
1@ Run 192,168, 100,100 Vision Sensor V1o Allround  Prof...

mode
In order to access the simulation mode, select
the required sensor type with a double click and
press the "Config" button (access of
SensoConfig).
Function of displayed parameters
[‘l | | '] Parameter Function
Sensor type Sensor type (e.g. Object,
Sensors for simulation mode Code Reader)
Hardware Hardware type (2.g.
Type Hardware Variant Version resolution, monochrome, or
1/  Alround V20 ~ | professional v 2.1.10.1 - . clareaesd
. Version Firmware version
2@ Object van ™ Advanced T 21101 v Wariant Sensor variant (e.g.
3|2 Code Reader W20 ¥ Professional *|21.10.1 - Adwvanced ...)
4|9 Robotic W20 ~ | Professional > |2.0.10.1 ~ fihef . .
If the function "Configure" is not accessible
5@ Solar vao ¥ | Advanced T 21101 e (button inactive). a login with password entry is
) ) necessary. If you do not know the password,
Add active sensor Favorites please contact the administrator.
IP address [ o vl [ Add l [Opt’ons = l
- - [ Home l [ Previous ] [ MNext l [ Print
Find ] [ Config l [ View l [ Set ]
IP address (PC): 10.23.240.83 Subnet mask: 255.255.255,255 This PC has more than one Ethernet Adapter

Fig. 24: SensoFind

If the function "Config" is not accessible (button inactive), a login with password entry is necessary. Click on the
button with the door symbol and arrow: =

If you do not know the password, please contact the administrator.

7.1 Active sensors

All sensors available in the connected network are displayed in the drop-down list Active sensors.
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Press the Citrl key to select multiple individual sensors. With the Shift key you can select a whole continuous row of
sensors. The following options are available for multiple selected sensors:

» File -> Backup sensor files to pc
* File -> Firmware update
* Web (if SensoWeb is activated)

In the first column, an LED indicates the operating mode of the VISOR®. Green: Device is in run mode, yellow: Device
is in configuration mode, red: Error/device start

NOTE:
0 « If no entries are shown in the list, even though a sensor is connected, you can enter it using the "Find"
Il button or the "Add" button.

* If no sensors are connected, the Sensors for simulation mode list will show available simulations for
various sensor applications.

Clicking on the Details button (at the right end of the "Active sensors" parameter list) will open an even more detailed
list of the VISOR® parameters.

9 Sensor properties

Property Setting
Sensor name vision sensaor
Type code V20-RO-PIR-M-M2-L
Hardware V20
HW Minor Version 1
Sensor type Robotic
Variant Professional
Function restrictions -
Firmware version 2.1.11.1
Mode Config
Error Status Mo Errar
Status (out)-Port Open

Status (in)-Port

Status not available

MAC address 00-19-6F-0C-50-58
IP address 192,168.178.45
Subnet mask 255,255,255,0
Gateway 192,168,178.1
DHCP Enabled
Origin IP address DHCP
Ethernet Mot selected
Industrial Ethernet nfa
Status fieldbus Off
Lens ID 27 (12,0 mm)
LED type 1 (Red)
Target laser Available

Copy Ok

Fig. 25: Sensor properties

Additional information:
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Configuration of a connected sensor SensoConfig (Access of SensoConfig)

Display images and result data SensoView (Access of SensoView)

7.2 Sensors for simulation mode

In order to access the simulation mode, select the required sensor type with a double click or press the "Config"
button (access of SensoConfig).

Function of displayed parameters

Sensor type Sensor type (e.g. Object, Code reader, )

Hardware Hardware type (e.g. resolution, monochrome, or color sensor)
Version Firmware version

Variant Sensor variant (e.g. Advanced ...)

If the function "Config" is not accessible (button inactive), a login with password entry is necessary. If you do not know
the password, please contact the administrator.

7.3 Add / find active sensor

If no entries are displayed in the "Active sensors" drop-down list, even though a sensor is connected, proceed as
follows:

Search Find / sensor:

To search for sensors which are connected to the PC, or which are available in the network, click the button "Find".
Add active sensor:

If you know the IP-address of a sensor, please enter it in the field IP-address and click the button "Add".

Now the sensor appears in the list and can be configured (button "Config") or displayed (button "View").

If the function "Config" is not available (button not active / grayed out), a login with password input is necessary. If you
do not know the password, please contact your system administrator.

7.4 Favorites

The favorites are used for quick access and management of the VISOR® vision sensors. The following parameters
can be selected for the favorites (in the "Favorites" area in SensoFind or in support mode via right-click).

Favaorites

Save as favorite
Save all as favorite
Add to active sensors
Edit favorites

Fig. 26: Favorites options
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Active sensars

Mode IP address SEensor name Hardware
1K Run 192,160, 10

Remove from list
Clear list
Sawve as favarite

Save all as favarite

[4] [ Delete all jobs on sensar. ..
Backup job files to PC...
Backup configuration files to PC...

Sensor console. ..

Sensors for simulation mode

Type

Fig. 27: Parameter "Favorites" when right-clicking on an active sensor (only available in support mode)

Parameter description:

Save as favorite Opens the "Save as favorite" window where a desired destination can be selected in
the tree structure in which the sensor from the "Active sensors" list should be saved as
a favorite.

Save all as favorite Opens the "Save all as favorite" window where a desired destination can be selected

in the tree structure in which all the sensors from the "Active sensors" list should be
saved as a favorite.

Add to active sensors Opens the "Add to active sensors" window where a sensor/ sensor group can be
selected that should be added to the "Active sensors" list.

Edit favorites Opens the "Edit favorites" window in which the sensor groups can be managed /
edited.

Edit favorites - create groups

In the left window area, the sensors are divided into groups via a tree structure, e.g. according to production sites and
production lines. In the right window area, the sensors below a selected group are listed in tabular form, e.g. the
group "Favorites" shows all sensors.

To create a group, right click on "Favorites" or an existing group / "Add group".
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T X
= [ Favorites 1P address Sensor name Hardware Sensor type Variant
- F.‘I:ant.l ) i 152,168, 100,105 “+yision_Sensor_54321 Vi Objekt Advanced
~ Line
© +vision_Sensor_54321 2 152,168, 100. 100 +Vision_Sensor_12345 vig Obijekt Advanced
= Line 2 3 192.168.100.120 +vision_Sensor_56789 V20 Allround Professional
” g Hision_Sensor_12345 4| 192.188.100.115 +Vision_Sensor_38765 Va0 Code Leser Advanced
= Plan
~ Line 1
@ +Vision_Sensor_56739
= Line 2
@ +Vision_Sensor_93755

Fig. 28: Group configuration

Favorites are saved as an XML file in the installation path for the VISOR® vision sensor on the PC. The file is located
in the directory "SensoPart/VISOR Vision Sensor/SensoFind/Data". An exchanged between different PCs can take
place.

Examples for using favorites:

Example 1:

VISOR® vision sensors that are integrated into various networks can be viewed and managed locally in SensoFind
(please refer to the following figure as well). The sensors can be added to the "Active sensors" list by entering the IP
address in the field "Add active sensor". The sensors are subsequently managed via the favorites. The sensors can
be added to favorites by "SensoFind/Favorites/Save as favorite". Within the favorites, the sensors can be assigned to
different groups.

Vision Sensor in house network / other network
Router / Gateway

Local Station

Fig. 29: Example 1 - VISOR® on various networks
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Example 2:

Multiple stations are in the same local network. All users have access to all VISOR® vision sensors, even though they
only need some of these for their work (please refer to the following figure as well). When using the autostart function
(please refer to Autostart file (file) as well), you can choose for only a specific selection of VISOR® vision sensors
(favorites) to be shown. The sensors must therefore be added to the favorites and divided into groups. A group of
favorites can then be selected in the Autostart file. Users will then only have access to the relevant sensors when
opening SensoFind via the Autostart file.

Fig. 30: Example 2 - Favorites in the Autostart file

7.5 Configuration of a connected sensor

To configure the VISOR® vision sensor, proceed as follows.

;)

Vision Sensor

1.Start the VISOR® software. SensoFind is opened.

Fie Settings Help

o~ ¢

fctive sensors

Mode | IP address Sensor name Hardware Type

Run  192.168.100.157  vision_sensor

gl | »

sensors for simulation mode

Type Hardware Variant Version

1| Alround V20 ~ |Professional | ~1.36.02 ~
2(%  Object 20 ~ | Advanced v 13602 T
3|2 Code Reader V20 v |Professional | ~1.36.02  ~
4|%  Robotic 20 v | Advanced v 13602 ¥
Add active sensor Favorites

IPaddrass[ e [ Add l IDDhuns :l

o os [ e =

2.Click on the "Find" button. The vision sensor will be listed in the "Active sensors" window.
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Fie Settings Help
o> 2
fctive sensors
Mode IP address Sensor name Hardware  Type
18 Run  192.168.100.157  vision_sensor V10 Ohject
4 »
Sensors for smulation made
Type Hardware Variant Version
1|@  Alround vao v Professional v 13602 ¥
2|% Object vao ¥ | Advancer d ¥ 1.36.0.2 -
3|5 CodeReader vao v Professional v 13602 7
4|@ Robotic V2o ¥ | Advancer d ¥ 1.36.0.2 hd
Add active sensor Favorites
Paddress | . . . Add Options -
Find Canfig view Set

3.Click on a sensor in the "Active Sensors" list.
4.Click the "Config" button to open SensoConfig.

*

Sensor will stop runmode. Do you want to continue?

N

OK. Cancel
5.Confirm the following dialog box with "OK" to stop SensoFind and start the configuration in
SensoConfig.
C  NOTE:

Il When SensoConfig is accessed, you may be required to enter a password.
See User administration / Passwords (file) for defining passwords.

Additional information: VISOR® Software — SensoConfig

7.6 Display images and result data

Select a sensor in the list and click on the " View " button. The SensoView program is started and images and
measurement results from the active job are displayed. SensoView is not available for sensors in simulation mode.

o NOTE:
Accessing SensoView does not affect the operation of the selected sensor.
See Chapter: VISOR® Software — SensoView

7.7 Network settings of the sensor

You can change the network settings of the selected sensor with the "Set" button. The IP address, subnet mask,
standard gateway, DHCP, and sensor name can be set here. The PC's IP address and subnet mask are displayed
below in the SensoFind status bar.

To connect the sensor to the PC, the address spaces must match. If necessary, set the IP address, etc. of the sensor
accordingly here. Please contact your administrator to set network parameters. For more information, please refer to
sections Network connection and Network settings.

If "DHCP = active" is selected, a name must be assigned for the sensor, since the IP address can then be reassigned
every time the sensor is started and can thus change, i.e. is no longer unique. You require administrator rights for
these functions (see User administration).
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Add active sensor Favorites 1

. Click on a sensor in the "Active Sensors" list.

2. Click on the "Set" button. The dialog box for
configuring the IP address and the sensor name will

1P adsress | . [ aga ||| [optons ]

appear.

?X 3. Assign an IP address and a name to the sensor.
1PAddress | 152,168, 100,101 4. Click on the "Set" button. The IP address and the
mask (22 |2 (255255255000 name have now been updated.

Gateway | 192.168.100.102
DHCP

MName Vision

Set ] [ Cancel

7.8 User administration / Passwords (file)

The VISOR®configuration software distinguishes between three user groups with different authorizations: (button in
the upper left corner with key symbol)

? o

Administrator
Password

Retype password

Worker
Password

Retype password

[ Set ] [ Cancel ]

Fig. 31: SensoFind, Passwords

Administrator All functions All functions All functions
Password
Worker All functions except None All functions,
Password _ _ including Job Upload and
* Configuration Image Recorder
¢ Settings
¢ Update
User All functions except None Only display of images,
(without password) ] ] inspection results, and
¢ Configurating statistics
e Settings
¢ Update
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After installing the software, the login is automatically executed immediately when the application is called without
password prompt. No passwords are assigned.

Define passwords

Select User Administration in the File menu or click on the button with the key symbol in the toolbar to assign or
change passwords for the user categories Administrator and Worker. Once a password has been entered, a logout is
automatically carried out, i.e. input of the new password is now necessary. When assigning an "empty" password, the
entry can be simply confirmed with OK.

&~

Fig. 32: Password button

Login / Logout

After setting passwords, login is necessary, e.g. for configuring a sensor. To do this, click on the login button in the
toolbar, enter the specified password, and confirm with "OK". If the checkmark is set to "Disable password query", the
password will no longer be requested the next time the application is started. To log out of the user group, click on the
logout button.

=] &

Fig. 33: Login button Fig. 34: Logout button

7.9 Firmware update (file)

You can update the firmware of the selected sensors through the menu item "SensoFind/File/Firmware Update" (see
following figure). For this, the corresponding firmware update file must first be obtained from the SensoPart
homepage or from SensoPart support.

In the dialog that is opened, select the appropriate firmware file and follow the instructions. Do not disconnect the
power to the sensors during this process unless prompted to do so by a screen instruction.

#-W Settngs Help

@7 User administration
Firmware update
Sensor soft reset
Auto start file

Quit Ctrl+F4

Fig. 35: SensoFind, firmware update

ATTENTION:
Before executing the firmware update, please create a current backup!
To do this, save the jobsets via the menu item "SensoConfig/File/Save jobset as..."
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= View Options Help
[l New job Cirl+M
7' Load jobset

_;:.' Save jobset

&7 Protect job set ...

Load job

Save job

[ﬁ.ﬂ Save current image. .. r
ﬁ Configure fimstrip...

[

et recorder images. ..

Examples ¥

Quit

Fig. 36: Create backup, Save job set under

7.10 Autostart file (file)

Autostart makes it possible to start the VISOR® software software automatically. For this purpose, a batch file is
created which can be stored in the Windows system folder "Autostart” so that it can be accessed automatically every
time the PC is started. The Autostart window is divided into the areas: mode, window settings, and user.

Procedure

1. Open the Autostart file in the SensoFind module with the file path: SensoFind/File/Autostart File

2. You can define which VISOR® software software module should be automatically started in the "Mode" section.
3. Inthe window settings, select the view of the module: Normal or full screen without title bar in the panel PC mode.
4. Inthe"User" area, the user for the Autostart file is specified. For more information on user role permissions,

please refer to User administration / Passwords (file)

5. Select the "Save" button and save the batch file (.bat) to the desired destination. For an automatic start when the
PC boots, the file must be stored in the Windows system folder "Startup".

6. Close the VISOR® software.
7. Execute the batch file. The VISOR® software software will start as specified in the configured settings.
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? »
Made
@ SensoFind Select favorites Show faverites only
SensoView
SensoConfig
Simulation

Window settings
%) Mormal

Panel mode (fullscreen, without title bar)

User
@ Administrator
User

Worker

Save ] [ Cancel

Fig. 37: Autostart file

The following parameters can be set in the Autostart window:

Paramotor ——— JFunotion |
SensoFind
SensoView ® . .

- VISOR™ software software modules that should be opened automatically in the
SensoConfig autostart file.
SensoWeb For the start of the simulation mode, the model variant which is currently selected in
T SensoFind (marked in blue) is used.
Select favorites This parameter can be used to add a favorites group to the Autostart file.
Show favorites only If the "Select favorite list" parameter is selected, the "Active sensors" list will be

emptied and then only filled with the selected favorites.

Window settings

Parameter

normal In the autostart file, the selected VISOR® software module will be opened normally
with the title bar.

Panel PC mode (Fullscreen In the autostart file, the selected VISOR® software module will be opened in full screen
without title bar) mode without a title bar. Typical application for touchscreen panel PCs.
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Administrator The selection of the user depends on the rights that the user will have within the
Autostart file. For more information on user role permissions, please refer to User
administration / Passwords (file)

User
Worker

7.11 SensoFind Support Mode

In support mode, advanced functions are available and can be accessed via context menu.

1. To enter the support mode, open the installation directory of the VISOR® software (right click on the desktop
shortcut of the VISOR® software / "Open file path").

2. Open the "SensoFind-support" shortcut.
In support mode, the following options are available by right-clicking on an active sensor or in the context menu:

Active sensors

Mode IP address Sensor name Hardware
15 Run 192,160,101

Rermove from list
Clear list

Save as favorite
Save all as favorite

[4] [ Delete all jobs on sensor. ..
Sensors for simulation mode Backup job files to PC...
Backup configuration files to PC...
Type Sensar console. ..

Fig. 38: Right-click on Active sensor

Paramstor Functon |

Remove from list Removes the selected sensor from the "Active sensors" list.
Clear list Clears the complete list "Active sensors".
Save as favorite Saves the selected sensor or all sensors in the list as favorite(s). Additional

Save all as favorite information: Favorites

Delete all jobs on sensor... Deletes all jobs on the sensor. Information cannot be recovered. A restart is required
after deletion.

Backup job files to PC... Saves job files on the PC in the specified directory.

Backup configuration files  Saves the configuration files on the PC in the specified directory.
toPC...

Sensor console... Opens a console (ssh) to the selected device.

[¢)]

068-14797-04 EN — 2022-09-23 7



a SeN SOPART VISOR® User Manual

8 VISOR® Software — SensoConfig

You can use this program to configure your vision sensor in five setup steps for one or more inspection tasks (jobs):

8.1 Setup Job (INSPECHION taSKS) ... .. o 76
8.2 S UD Al G Nt 120
8.3 S UP D O OIS . . 142
8.4 SetUP ST QU DU 286
8.5 S UD S At SENSOr .. 310
8.6 Trigger / IMage UPate ... ..o 311
8.7 CONNECHION MO . 312
8.8 Displays inthe image WiNAOW ... 312
8.9 Open and save job or Jobset (fille) ... ... 313
8.10 Protect Jobset (fil€) ... ... 314
B A FIIMSIriDS (Fll) o 317
8.2 IMaAgE TECOT U 318
B A EXAMPIES (fIl) oo 320
8.14 Search and featUre FrANGES ... ... .o 320
8.15 Simulation mode: Simulation of jobs (offine mode) ... ... 322
8.16 Color MOTIS 322

8.1 Setup Job (Inspection tasks)

A job contains all the settings and parameters required to perform a specific inspection task.
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File View Options Help

fodd-=melB@Q 2

Setup

Jol
Alignment
Detector

QOutput

Start sensor

Trigger fImage update
Trigger

Connection mode

Of _ BEECIoI®

Help ] Result
Count 25
Pass a
Fail 25
Minimum

execution time

Maximum
execution time

Average
execution time

Statistics
0.00%
100.00%
nfa
nfa

nfa

@ Online Offline
Configure job
Name Description Author Created  Ch | Image acquisition | Multishot ] Pre-processing ] Calibration ] Cyde time ]
1|lob1 Default job Authar 22.10.201... 23. | shytter speed Resolution Internal ilumination
lD,lDTms }%][ Auto ] [suuxsuusvsn 3] [0n :]
[
cr——x :
Working distance External illumination
£ [ [v]
[ Mew ] [ Duplicate l [ Delete ] [ Delete all ]

Mode: Config | Name: Vision Sensor Active job: 1, Jobi Cyde time: (n/a)

X:0Y:0L:0 | DOUT @ @ @ @ @ @

Fig. 39: SensoConfig, setup step Job

8.1.1 Creation, modification, and administration of jobs

You can edit a selected job (marked in the list on the bottom left) by entering parameters in the tabs of the

configuration window (right, bottom).

If there is no job entry in the list, you must create a new job first.

Creating a new job

1. Click on the button "New" underneath the job drop-down list. A new job entry appears in the list.
2. Edit the entry with a double click on the respective line (Name, Description, Author)
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Mame Description Author  Created Changed
1|Job1 Default job Author 12,12,201... 12,12.201...

Mew l [ Duplicate ] [ Delete ] [ Delete all

Fig. 40: SensoConfig Job list

Further functions

Function _________Descripton |

New Defines a new job

Duplicate Adds a copy of the selected job to the job set.
Delete Deletes the selected job from the list

Delete all Deletes all the jobs in the list

If the capacity of the sensor memory is exhausted and no further jobs can be loaded onto the sensor, the color of the
remaining memory indicator in the status line (below) changes to red.

Job templates

Itis possible to save a job as a template. To do this, right-click on the job in the job list and select "Save as template”.
For each new job, the settings and detectors are then copied from the job template. In the job list, the job template is
identified with a "T" (Template). The job template cannot be edited. To remove the job template, right-click on the
template and select "Remove".

When creating new jobs from the job template, the job set parameters are not changed.

Copy job parameters

By right clicking on a job, job parameters such as Image acquisition or calibration settings can be copied to another
job. The respective parameters and the target jobs can be selected in the dialog.

Additional information:

Open and save job or jobset (file)

Protect jobset (file)
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8.1.2 Image acquisition tab

Image acquisition Multishot Pre-processing Calibration Cydcle time

Shutter speed
A/ |1,000ms
Gain

[ |iw

Working distance

Resolution Internal illumination

1 | Auto 1440x1080HDV2 % | |oOn =
Trigger mode Quadrants

= Free run = &8
Target laser g )] g

: Auto Between image acq S Qo
Dynamic External ilumination
Linear = Off =

Fig. 41: Image acquisition tab

In the Image acquisition tab, you define the basic parameters of image acquisition.

Parameter

Shutter speed

Gain

Working distance

Resolution

Zoom

Trigger mode

Functions and setting possibilities

Parameters for controlling the image brightness. Image brightness should preferably
be set with the shutter speed. Only in the second step, if necessary, adjust the gain
(default gain = 1). With moving objects, a slower shutter speed can cause motion blur
in the image.

Auto: With the button "Auto" the exposure can be set automatically.

The maximum shutter speed that can be configured is 100 ms. The duration of the
internal exposure pulse is limited to 8 s. Shutter speeds longer than 8 ms only make
sense in cases in which external lighting (or both internal and external lighting) is
used.

Parameters for controling the image brightness. The image brightness should
preferably be adjusted with the shutter speed; only adjust the gain in the second step if
necessary (default gain = 1)

Parameters for configuring the working distance.

Auto: With the button "Auto" the approximate working distance can be set
automatically. Fine adjustment is possible using the slider or value adjustment
(Additional information: Focusing / Working distance).

Available resolutions:

V10/V10C: SVGA (800 x 600), QSVGA (400 x 300), QSVGA Zoom 2 (400 x 300)
V20/V20C: HDV2 (1440 x 1080), WGA (720 x 540), WGA Zoom 2 (720 x 540)

V50 /V50C: QSXGA (2560 x 1936), SXVGA (1280 x 968), SXVGA Zoom 2 (1280 x
968)

For time-critical applications or for compatibility reasons, a lower resolution can be
selected.

Attention: If the resolution is changed, all detectors that have already been defined are
deleted!

By selecting a resolution level with zoom, differentimage sections with different image
sizes can be achieved.

Selection option that can be used to define whether the vision sensor should be
operated in trigger mode or in free run mode.

Trigger: In the triggered mode, the pin 03 WH trigger input or one of the interfaces can
be used to trigger an image acquisition.

Free run: In free run mode, the vision sensor will continuously capture images and run
evaluations.

068-14797-04 EN — 2022-09-23 79



O SeN SOPART VISOR® User Manual

Functions and setting possibilities

Target laser The target laser is used to align the sensor.
Target laser options: Off / During image acquisition / Between image acquisition
operations

Internal illumination Switch for internal illumination (on / off)

The internal illumination is limited to 50 ms. If a longer shutter speed is set, the internal
illumination switches off at 50 ms.

Quadrants By clicking on the LED quadrants, individual quadrants of the illumination can be
switched on / off (shown as two red dots; perspective: view onto the VISOR® vision
sensor). This function can suppress reflections at low working distances.

External illumination External lighting options: Off / On / Permanent. The external lighting is switched using
pin 09 RD.

In order to get a continuously updated live image without triggers, configure the following settings as shown:
1. In the Job setup step, open the Image acquisition tab and set the Trigger mode to Free run.

2. Under Trigger / Image update, select "Continuous".

Focusing / Working distance

The parameter is Working distanceused to set the working distance at which the image is focused. You can use the
slider, or edit the values, to do a fine adjustment.

Auto With the button "Auto" the approximate working distance can be determined
automatically. The violet region of interest is used for the determination (see Working
distance). If several possible sharp layers are found in the region of interest, the dialog
"Layer selection list" appears. The corresponding working distance can be selected
here. The value "Score" indicates a measure for the sharpness of the image (greater =
sharper). The corresponding working distance is accepted by clicking on it.

@ Selection working distan... @
Working distance =~ Score
1 199.821 mm 2.04437
2 124,163 mm 0.845937
oK ] [ Cancel

Fig. 42: Working distance

Different jobs can be set to different working distances. The time required for the job change can be extended by up to
2 seconds by moving to the working distances. Approx. 1 job change per minute is possible.
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8.1.3 Multishot tab

© NOTE:
1l The Multishot function is available only in Allround and Professional versions and not for color sensors.

When using the Multishot function, each sequence involves acquiring 4 images of an object. Each time an image is
taken, the object is illuminated from a different direction. The four images are then combined into one image. Due to
the different reflections, a "virtual height image" can be calculated which contains information that is not visible in the
individual images. This way, the finest depressions or elevations in the considered surface can be detected.

This technology is especially suitable for:

» Detecting defects on flat surfaces e.g. scrapes or scratches
* Reading raised or imprinted fonts using OCR

» Nailed Data matrix codes

» Detection of details on high-resolution surfaces
 Detection of Braille dots

This technology is not suitable for:

» Imaging of moving objects
» Heavily curved surfaces
» 3D applications

» Detection of details that are shaded by other parts of the component and thus cannot be illuminated from all 4
sides.

The following conditions must be considered:

1. Usering light and place object in its focus. If no ring light is used, place the light source as far away from the
measurement object as possible.

2. Optimize image acquisition: Avoid overexposed or dark areas, shadows and blurred areas in all four images.

3. The test object must be still during the image acquisition operations (four images in a single sequence), i.e., it
must be stationary relative to the sensor. Exception: movement of constant speed in x-direction (see Image offset
X axis).

Image acquisition Multishot Pre-processing Calibration Cydle time

Image type Image offset ¥- axis

Ak

Height image 0,00 :

Slant ilumination

L1

30°

Local mean
{[]: 5 =1 1+ Active

Range

-1000 = | 1000 2 ] Auto

Fig. 43: "Multishot" function, parameters
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8.1.3.1 Image types

Image curvature Shows virtual (estimated) curvature values (positive and negative) mapped to gray
values. The curvature values indicate how much the tilt of the surface changes at a
given point.

Curvature, amount Shows virtual (estimated) curvature values, but here only the absolute amount,
mapped to gray values.

Height image Shows virtual (estimated) height values, scaled to gray values.

O NOTE:
1 Selecting "Height image" causes longer execution time.

Albedo image Shows virtual (estimated) reflectivity values mapped to gray values.

Mean image Mean of four single images

Combined image, All four single images combined in one quadrant image. This function can be used to

quadrants adjust the lighting. Avoid overexposed or dark areas, shadows and blurred areas.

Combined image, All four single images arranged horizontally on top of each other combined in one

horizontal image. If the test object was moved uniformly during image acquisition, the position

offset of the individual images in the X-direction can be made visible and
compensated with the function "Image offset X-axis".
The image order from top to bottom is: East, West, North, South.

East Single image, illumination from east
North Single image, illumination from north
West Single image, illumination from west
South Single image, illumination from south

Image type parameters

Image type Select Image type (see above)

Slant illumination Angle of illumination with respect to the surface of the object (0 ° = flat from the side;
90 ° = perpendicular from above)

Background flattening If the sensor is not exactly perpendicular to the object or the illumination is
inhomogeneous, the calculated height image may appear strongly tilted. The local
smoothing of the height differences helps to correct the tilting. The smoothing is
carried out via the set number of pixels.

Range Value range of virtual height and angle values. The set range is mapped to a gray
value image 0...255. With this range selection it is possible to obtain an optimal gray
value spread of the area of interest.

With "Auto", this value is automatically calculated from the minimum and maximum
values found in the image.

Image offset X axis Generally, the object should rest during the 4 image acquisitions. However, a
movement of constant speed in x-direction can be compensated by the parameter
"Image offset X-axis". This parameter specifies by how many pixels the object is
shifted in the X direction in the successive images.
If the inspection object was moved uniformly during image acquisition, the position
offset of the individual images can be compensated for one another together with the
image type "Combined image, horizontal".
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8.1.3.2 Multishot lllumination

Correct illumination is important for use. The object must be illuminated from all four sides. The VISOR® sensor
automatically controls the image acquisition sequence. For ease of illustration, the four illumination directions are
referred to below analogously to the four directions (north top).

The result is the following arrangement of illumination:

View from Top: North

i

West East

South

Fig. 44: Multishot, Orientation of illumination

Assignment of the illuminations to the VISOR® connections:

East 09 09
South 07 06
West 06 07
North 05 08

The correct connection of the illumination can be checked by using the function "Combined image, quadrants”, which
displays all 4 single images together in one image. Place an object in the image that casts a clear shadow (e.g. a
screw). The images are combined according to the following scheme:

Top left: Top right:
lllumination from north, lllumination from east,
shadow to south shadow to west
Bottom left: Bottom right:
Illumination from west, Illumination from south,
shadow to east shadow to north
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In the image it looks like this:

Fig. 45: Multishot, Single images
Further advice for illumination:

 Avoid both overdriven areas of the image and dark shadows

* The SensoPart illumination can be mounted in 30° or 60° angles

» Use 30° angle to illuminate parts flat from the side (avoids reflections)

» Use the 60 ° angle to illuminate parts steeply from above (amplified reflections)

8.1.4 White balance tab

White balance is used to compensate for a possible color cast in the image due to lighting conditions or camera chip.
The White balance tab is only available for color sensors.

Image acquisition White balance | Pre-processing ] Calibration ] Cyde time I

«'| Active

Red

T |wo00 [ Teah |

Green

c— i/ [mu,nn |$][ Reset ]

Blue

H‘—

Fig. 46: White balance tab

Parameter Function

Red Mean of red channel in image

Green Mean of green channel in image

Blue Mean of blue channel in image

Teach Execution of white balance: For white balance, there should be a homogeneous, white

or slightly gray area under the camera to position
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Reset Reset values

8.1.5 Pre-processing tab

The Pre-processing tab can be used to filter or rearrange the images captured by the sensor before they are
analyzed.

Image acquisition Pre-processing | Calibration ] Cyde time ]

¥ | Arrangement | Filter

Rotation 180° = ] Filter Property
1 [Gauss = ][ Off > ]
2 [Erosion = ][ Off > ]
3 [Dilah’on = ][ Off > ]
4 [Mean = ][ Off = ]
5 [Median = ][ Off = ]

Fig. 47: Pre-processing tab

» Up to 5filters can be activated, which are executed in the specified order.
« All detectors (Alignment and standard detectors) will work on the preprocessed image, not on the original image.

Arrangement filters

Rotation 180° Rotation of image by 180°
Horizontal mirroring Horizontal mirroring of the image
Vertical mirroring Vertical mirroring of the image

Filter for image improvement

In particular, with the morphological operators (dilation and erosion), improvements of the image can also be
achieved in combination, e.g. by successive erosion and dilatation or vice versa.

Example: Black spots with a bright background can be eliminated when dilatation and erosion follow one another.

Gauss The image is smoothed with a gaussian filter. This can be used to reduce noise,
suppress interfering details and artifacts, and smooth edges.

Erosion Extension of dark areas, elimination of bright pixels in dark areas, elimination of
artifacts, separation of bright objects. Effect: Each gray value is replaced by the
minimum gray value within the filter mask (e.g. 3x3 filter mask).

Dilation Extension of bright areas, elimination of dark pixels in dark areas, elimination of
artifacts, separation of dark objects. Each gray value is replaced by the maximum gray
level found within the filter mask (e.g. 3x3).

Median Each gray value is replaced by the median value of the pixels found within the filter
mask (e.g. 3x3). Typical application: Smoothing the image, suppressing image noise,
especially local light or dark areas / pixels (salt and pepper noise)
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Filter type Effect

Mean Each gray value is replaced by the mean of the pixels found within the filter mask (e.g.
3x3). This can be applied for reduction of disturbances, suppression of disturbing
details and artifacts and smoothing the image.

Range Each gray value is replaced by the range value (maximum gray level — minimum gray
level) of the pixels found inside the filter mask (e.g. 3x3).
Typical applications: Detection and enhancement of edges and improvement of local
image contrast.

Standard deviation Each gray value is replaced by the standard deviation of the pixels found within the
filter mask (e.g. 3x3).
Typical applications: Highlighting surface defects or edges.

Edge filter (Sobel) The filtered image contains edges that were found using the Sobel algorithm (see also
image-processing literature).
Typical applications: Detecting and improving edges, improving local contrast, and
detecting surface defects.

Multiplication The gray value of each pixel is multiplied by the chosen multiplier (2x, 4x, 8x, etc.).
The value range is limited to 255.

Inversion Inversion of image pixel / gray value

Background flattening If the sensor is not aligned exactly perpendicular to the object or the illumination is

inhomogeneous, a brightness gradient may be visible in the background of the image.
Local flattening of the brightness values helps to correct this effect. The flattening is
carried out via the set number of pixels.

The effect of an activated filter can be seen immediately in the image. The larger the filter core is selected, the
stronger the filtering effect. The filters are executed in the order given from top to bottom (1-5).

Configuring the filters

1. Select the filters in the desired order using the drop-down menus in the Filter column.

2. Enter the size of the filter core in the drop-down menu in the "Setting" column. If the setting is "Off", the respective
filter is deactivated.

8.1.6 Calibration tab

The calibration allows the conversion of image coordinates (pixels) into world coordinates (e.g. millimeters). When
using this function, all coordinate outputs (positions and measurement results) are calculated and output in the
selected unit.

8.1.6.1 Select the calibration method
The calibration methods are distinguished into two fields of application:

» "Measurement": Calibration methods for applications in the field of measurement and testing
« "Robotics": Calibration methods for applications in the field of robotics

NOTE:

The calibration methods described below are suitable for standard lenses, integrated or C-mount.
Only the method "Scaling (Measurement)" is suitable for telecentric lenses.
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Image acquisition Multishot ] Pre-processing Calibration Cycle time

Calibration method Unit

Mone > l Millimeter (mm) S

Fig. 48: Select the calibration method

Calibration method Selection of a calibration method:

* None: Calibration not active, coordinate determination, display and output in
pixels [px]

¢ Calibration plate (Robotics)

» Point pair list (Robotics)

¢ Hand-Eye calibration (Robotics)

» Base-Eye calibration (Robotics)

« Calibration plate (Measurement)

¢ Scaling (Measurement)

Unit Desired unit for world coordinates. The following units are available:

(user unit)
¢ Millimeter (mm)

e Centimeter (cm)
e Meter (m)
¢ Inch (in)

¢ Arbitrary unit (au)

Note:lf no calibration has been performed, all values refer to pixels.
Robot: Order of rotation For 3D references, the order of the specified rotations must be observed. You can
choose between the two most common pose types:

¢ Yaw-Pitch-Roll (e.g. Staubli)
¢ Roll-Pitch-Yaw (e.g. Kuka, Fanuc, Hanwha, ABB*, UR**)

Note: Here the rotation is referred to the "old" coordinate axes of the reference
coordinate system. If you are using a robot whose rotation order refers to the new
axes created by the rotation, the following applies:

¢ Roll-Pitch-Yaw (new axes) = Yaw-Pitch-Roll (old axes)
¢ Yaw-Pitch-Roll (new axes) = Roll-Pitch-Yaw (old axes)

/> Go to next/ previous step

*ABB robots use quaternions as order of rotation. To communicate with the VISOR®, you need to convert the
coordinates on the robot to Roll-Pitch-Yaw.

068-14797-04 EN — 2022-09-23 87



O SeN SOPART VISOR® User Manual

**UR robots use "Axis-Angle" as rotation order. However, they do support a function that converts them into the
rotation order "Roll-Pitch-Yaw". Use this function and select Roll-Pitch-Yaw in SensoConfig.

8.1.6.1.1 Overview: Calibration methods "Measurement"

Scaling (Measurement)

» Relative determination of e.g. distances in world coordinates (e.g. mm) using a
simple ratio factor

Note:

¢ Limited accuracy
* No correction of distortions.

Additional information: Calibration method "Scaling (Measurement)"

1
Calibration plate (Measurement)

» Relative determination of e.g. distances in world coordinates (e.g. mm) via the
image acquisition of a calibration plate

{"WI ‘\
¢ High accuracy
* Correction of tilt and lens distortion

e Two variants:
» Single image calibration
e Multi-image calibration

Additional information: Calibration method "Calibration plate (Measurement)"

8.1.6.1.2 Overview: Calibration methods "Robotics"

Calibration method ___|Functon |

Calibration plate (Robotics)

« Determination of absolute positions in robot coordinates (e.g. mm)
» Correction of tilt and lens distortion
¢ Variants: Single image calibration, Multi-image calibration

Additional information: Calibration method "Calibration plate (Robotics)"
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Point pair list (Robotics)
¢ Determination of absolute positions in robot coordinates (e.g. mm)
» Correction of tilt and lens distortion

Additional information: Calibration method "Point pair list (Robotics)"

¢ Determination of absolute positions in robot coordinates (e.g. mm)

» Correction of tilt and lens distortion

¢ Determination of the Hand-Eye reference (reference robot TCP to Camera
coordinate system)

» Enables shifting the image acquisition position

Additional information: Calibration method "Hand-Eye calibration (Robotics)"

Base-Eye calibration (Robotics)

« Determination of absolute positions in robot coordinates (e.g. mm)
¢ Correction of tilt and lens distortion

¢ Determination of the Base-Eye reference (reference robot base to Camera
coordinate system)

Additional information: Calibration method "Base-Eye calibration (Robotics)"

NOTE:
All result values for positions and measurement results are corrected. However, in order not to burden the

0
1 cycle time, i.e. to extend it, the image data are not converted or equalized! Thus, even with active
calibration, a high execution speed is guaranteed.

Status LED

As soon as a calibration method is selected, the status LED is shown on the left side next to the tab title "Calibration".
If the calibration is active, all affected functions, e.g. detectors, are only carried out correctly if the calibration is valid

(=green), i.e. if it was carried out successfully.

068-14797-04 EN — 2022-09-23



O SeN SOPART VISOR® User Manual

Color of Status LED Status of the calibration Meaning / Measures

o Green Valid No action required
Yellow Valid Deviations. Recommendation: Re-
calibrate
e Red Invalid Check the calibration object and re-
calibrate
NOTE:

¢ With method "Scaling (Measurement)" only "green" is possible: Default or input values result in the
scaling factor. No error calculation possible.

0
11 ¢ "Point pair list (Robotics)": "Green" is displayed for a new job. Default values (9 points) resultin
correct default calibration.

¢ All methods with calibration plate: When a new job is created, "Red" appears, because no calibration
with calibration plate has yet been carried out.

The calibration affects the following Alignment methods:

Contour matching Position Coordinates
Pattern matching Position Coordinates
Edge detector Position coordinates, distance

The calibration affects the following detectors:

Contour Position Coordinates

Contour 3D Position Coordinates

Target Mark 3D Position Coordinates

Pattern matching Position Coordinates

Caliper Position coordinates, distance
BLOB Position coordinates, width, height

8.1.6.2 Calibration methods "Measurement"

By default, distances in the image are given in pixels [px]. These can be converted into metric units such as
millimeters by means of a calibration. With calibration methods "Measurement" the origin remains in the upper left
corner of the field of view. Besides position coordinates, distances are also converted.

NOTE:
Tl World coordinates are not absolute. The coordinate values refer to the principal point in the left, upper
corner or the field of view.
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8.1.6.2.1 Calibration method "Scaling (Measurement)"
i The calibration method "Scaling (Measurement)" is for relative determination of e.g.
. distances in world coordinates (e.g. mm). This is done using a simple ratio factor for
both coordinate axes X and Y. The method is very simple to use, but the accuracy is

limited because there is no correction for distortion.

aiutal

Required objects:

Example:

Calibration method
provides:

Working object

« Conversion from pixel to measurement unit

Fle View Options Help

fodgd-=mellBwo ?

Setup

Help Result m—

Gt [ [
s o | [aoon )
o [CrTa—
execution time nia
execution time nia
Average
execution time nla
Trigger /Image update
Trigger
:
Connection mode s £ o
_ _ - 4 » » 1%
Ooie  Oome | JE_ #FJ[][) L] [
Configure job
Hame Description | Author | Created  Ch | Imsge acuisiton | Multshot | Pre-processing | @ Calioration | Cycetme |
1 Jobl Default job Author 22.10.201.. 23. L )
Calibration settings
Distance image Distance world
[ 354,240 [2] [20.00mm £
Scaling factor
[lf‘.’lpx."mm ] [D‘lJémm-"px ]
Test point
[ I [+)
(T
[ New l [ Duplicate ] [ Delete ] [ Delete all ]
Mode: Canfig ‘ Name: Vision Sensor‘ ‘Acﬁvejob: 1, Job1 | Cydle tme: (n/a) | |K:0V:OI:0 | pouT @ @ @ @ @ @

Fig. 49: Calibration method "Scaling (Measurement)"

Parameters "Scaling (Measurement)"

Parameter Function

Determination of the distance between two objects in millimeters (medium accuracy) - if
the object typically appears in the same region of the field of view.

Distance image

Distance world
mm)

Test point

Distance in the image in pixels [px], by graphical or value input.

Corresponding distance in world by numerical input (in previously selected unit, e.g.

A test point (graphical or value input) can be set in the image, the coordinates of which

are displayed in world coordinates to control the scaling in the test point window.
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Scaling factor Scaling factors in px/mm or mm/px resulting from the above settings "Distance image"
and "Distance world".

Calibration procedure "Scaling (Measurement)"

1. To parameterize, place an object of known extent (e.g. gauge) in the image.
2. Position the two graphical green crosshairs in the image on the points with the exact known distance.
The size of the crosshair can be determined via the scroll wheel of the mouse.
The distance in the image pixels between the two centers is displayed in the field "Distance image".
3. Now enter the known world distance in the field "Distance world" (e.g. in mm).

The scaling factor is calculated and displayed. From now on, positions and distances are displayed and
transferred in world coordinates.

Optimization of the calibration results

» Align the sensor as vertically as possible to the field of view plane in order to avoid excessively different distortions
inthe two axes Xand Y.

« lIdeally, the calibration object should be located at the point in the field of view where the measurement will be
made later.

« After calibration, the working distance (focus) and the position of the sensor to the Measurement plane must not
be changed.

8.1.6.2.2 Calibration method "Calibration plate (Measurement)"

B The calibration method "Calibration plate (Measurement)" is used for the relative

l determination of e.g. distances in world coordinates (e.g. mm). This is done via the
image acquisition of a calibration plate

Required objects: Calibration plate

Example: Determination of the distance between two objects in millimetres (high accuracy) - the
object appears at varying positions in the camera's field of view.

Calibration method « Conversion from pixel to measurement unit

provides:

 Distortion correction
« Correction of tilt between VISOR® and Measurement plane
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Fle View Options Help

fogd-zelleEo 2

Setup

G

Job Count 29
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execution time

..‘........ Maximum
©000000O0CDO0CO0 —
0000000090 0o ol

Trigger /Image update . . . . e e . . . .

0 000000COO0

£l 0 0000000600

Connection mode

@ Online Offiine E] i ’ 2l 2

Configure job
Name Description Author Created Ch | Image acquisition I Multishot I Pre-processing @ Calibration ‘ Cyde time ]

1) Job1 Default job Author 22.10.201.. 23,

Calibration settings

Calibration plate Z-shift measurement plane

[15x135nmm 3] lD,anm I%]

Calbbration mode Focal length

[S\nglElmagE calibration 3] lZIII,EIIJmm I%]
[l I [+]

| startcibraton | [ Testpoint | [catibration parameters |
[ New ] [ Duplicate ] [ Delete ] [ Delete all ]

Help | Result | Statistics

0.00%
100.00%
nfa

nfa

nfa

>

Mode: Config | Name: Vision Sensor Active job: 1, Jobl Cyde tme:  (n/a) K0Y:0L0 | DOUT @ @ @ @ @ @

Fig. 50: Calibration method "Calibration plate (Measurement)"

Parameters "Calibration plate (Measurement)"

VISOR® User Manual

Calibration plate Selection of the used calibration plate (size/type) (Additional information: Information

on calibration plates)
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Z-shift of Measurement The "Z-shift of Measurement plane" parameter can be used to move the measuring
plane plane along the Z axis (perpendicular to the plane) in order to obtain more accurate
results, if necessary.
For Z=0, the calibration and the measurement plane are identical.
For Z # 0, the calibration plane is shifted relative to the measurement plane.
The planes are always parallel. The sign of the shift results from the Z direction of the
right-handed calibration coordinate system (thumb = X, index finger =Y, middle finger
=27).

Fig. 51: "Z-shift of Measurement plane”  Fig. 52: "Z-shift of Measurement plane"
negative positive

NOTE:
Tl The depth of field of the sensor must cover the calibration plane and the
measurement plane!

Calibration mode Selection of Single image calibration or Multi-image calibration (see Calibration
procedure)
Focal length Focal length of the lens

¢ With integrated lens: Value is entered automatically according to the internally
installed lens.

¢ For C-Mount-variant: Read and enter the value from the lens used.

Start calibration Calibration is started. All visible points of the calibration plate are determined, all
detected are marked, and calibration is calculated.

Test point A test point (graphical or value input) can be set in the image, the coordinates of which
are displayed in world coordinates in the test point window to check the calibration or
as a plausibility test of the scaling.

Calibration parameters In the "Calibration parameters" window, parameters determined from the calibration
are displayed. These can be used to find errors and optimize the calibration.
Additional information: Calibration parameters

Calibration procedure "Calibration plate (Measurement)"

The sensor can be mounted in any orientation (pose) in relation to the Measurement plane (whereby an orientation
thatis as perpendicular as possible to the Measurement plane requires less correction and is therefore
advantageous). The scaling, in X and Y, the tilt of the sensor with respect to the field of view, and the lens distortion
(depending on the selected calibration method) are corrected.

The image sharpness and brightness must first be set and the desired unit (to the right of the calibration method
selection) must be selected. Two calibration modes are available: Single image calibration and Multi-image
calibration.
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Calibration mode "Single image calibration™

Set "Z-shift of Measurement plane" between the calibration plate and Measurement plane.
Place the calibration plate in the field of view (Additional information: "Information on calibration plates").
Select the appropriate calibration plate (size and type) in the "Calibration plate" selection box.

Start calibration via "Start calibration".
All visible points of the calibration plate are determined, all detected are marked, and calibration is calculated.

5. Check calibration in the "Calibration parameters" window if necessary.

P obd-=

Calibration mode "Multi-image calibration” (increased accuracy)

Set "Z-shift of Measurement plane" between the calibration plate and Measurement plane.

Place the calibration plate in the field of view (Additional information: "Information on calibration plates").
Select the appropriate calibration plate (size and type) in the "Calibration plate" selection box.

Set calibration mode to "Multi-image calibration".

Start calibration via "Start calibration".

Acquire different images of the calibration plate (recommended: = 6 pictures).

Note: The first image determines the Measurement plane (which can be adjusted later if necessary). For the
further images, the calibration plate should be tilted to the Measurement plane and shifted in Z-direction for best
results.

AL

7. Check calibration in the "Calibration parameters" window if necessary.

NOTE:
Tl World coordinates are not absolute. The coordinate values refer to the principal point in the left, upper
corner or the field of view.

For tips showing how to best use the calibration plate / boundary conditions, please refer to: Information on calibration

plates

8.1.6.3 Calibration methods "Robotics"

The robot calibrations first convert pixels into metric units (e.g. mm) and correct distortion and tilted viewing angles. In
addition, the camera coordinate system is projected onto that of the robot, so that the robot can now move directly in
its coordinate system with the position data supplied by the sensor and can grip a part, for example.

Fig. 53: Position of the part to be gripped directly in the robot coordinate system
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8.1.6.3.1 Calibration method "Calibration plate (Robotics)"

The calibration method "Calibration plate (Robotics)" is used to determine absolute
positions in the robot coordinate system. This is done by acquiring one or more images
of the calibration plate and teaching four fiducials.

Required objects: Calibration plate "Crosshair" (calibration plate with fiducials)
Example: Picking parts from a feeder with a stationary mounted VISOR®.
Calibration method » Conversion from pixel to measurement unit

provides: « Distortion correction

« Correction of tilt between VISOR® and Measurement plane
» Output of world coordinates in robot coordinate system

Image acquisition Multishot ] Pre-processing <@ Calibration | Cyde time ]

Calibration settings ' Fidudials
Calibration plate Z-shift measurement plane World X World Y
[ 15x13 50mm Crosshair 1 = ] [n,nn mm I%] 1/-37.00 mm 15,00 mm
Calibration mode Focal Length 2| 37,00 mm -15,00 mm
[Single image calibraton ¥ l [ 20,00 mm |$l 3 | -37,00 mm 15,00 mm
4 | 37,00 mm 15,00 mm
[ Start calibration l [ Test point l [Calibration parameters ] [I] >

Fig. 54: Calibration method "Calibration plate (Robotics)"

Parameters "Calibration plate (Robotics)"

Calibration plate Selection of the used calibration plate (size/ type) (Additional information: "Information
on calibration plates™)
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Z-shift of Measurement
plane

Calibration mode

Focal length

Fiducials
- World X
-World Y

Start calibration

Test point

Calibration parameters

The "Z-shift of Measurement plane" parameter can be used to move the measuring
plane along the Z axis (perpendicular to the plane) in order to obtain more accurate
results, if necessary.

For Z=0, the calibration and the measurement plane are identical.

For Z # 0, the calibration plane is shifted relative to the measurement plane.

The planes are always parallel. The sign of the shift results from the Z direction of the
right-handed calibration coordinate system (thumb = X, index finger =Y, middle finger
=27).

Fig. 55: "Z-shift of Measurement plane”  Fig. 56: "Z-shift of Measurement plane"
negative positive

NOTE:
Tl The depth of field of the sensor must cover the calibration plane and the
measurement plane!

Selection of Single image calibration or Multi-image calibration (see Calibration
procedure)

Focal length of the lens

¢ With integrated lens: Value is entered automatically according to the internally
installed lens.

¢ For C-Mount-variant: Read and enter the value from the lens used.

Coordinate values in world in selected unit (e.g. mm), by directly entering values in the
list of fiducials.

In the case of Pick & Place, for example, these values are the X/Y coordinate values
that can be read off from the robot controller when the calibration part is placed or the
corresponding point is approached and transferred to the list of fiducials.

Calibration is started. All visible points of the calibration plate are determined, all
detected are marked, and calibration is calculated.

A test point (graphical or value input) can be set in the image, the coordinates of which
are displayed in world coordinates in the test point window to check the calibration or
as a plausibility test of the scaling.

In the "Calibration parameters" window, parameters determined from the calibration
are displayed. These can be used to find errors and optimize the calibration.
Additional information: Calibration parameters

Calibration procedure "Calibration plate (Robotics)"

The image sharpness and brightness must first be set and the desired unit (to the right of the calibration method
selection) must be selected. Two calibration modes are available: Single image calibration and Multi-image
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calibration.

Calibration mode "Single image calibration™

1. Set"Z-shift of Measurement plane" between the calibration plate and Measurement plane.

2. Place the calibration plate in the field of view so that it covers as much as possible (Additional information:
"Information on calibration plates").

Select the appropriate calibration plate (size and type) in the "Calibration plate" selection box.

Start calibration via "Start calibration".
All visible points of the calibration plate are determined, all detected are marked, and calibration is calculated.

Check "Fiducials" if not yet active.
For fiducial 1, select the first line in list box "Fiducials".
Approach the first fiducial with the robot.

In the field "World X" and "World Y", enter the corresponding known world coordinate values (for robots: the
values from the robot controller).

9. Forfiducials 2, 3 and 4: Select the next line in the list box "Fiducials". Move to the next fiducial and enter the
corresponding values (see steps 6-8).

10. Check calibration in the "Calibration parameters" window if necessary.

how

®© N oo

Calibration mode "Multi-image calibration” (increased accuracy)

Set "Z-shift of Measurement plane" between the calibration plate and Measurement plane.

Place the calibration plate in the field of view (Additional information: "Information on calibration plates").
Select the appropriate calibration plate (size and type) in the "Calibration plate" selection box.

Set calibration mode to "Multi-image calibration".

Start calibration via "Start calibration".

Acquire different images of the calibration plate (recommended: = 6 pictures).

Note: The first image determines the Measurement plane (which can be adjusted later if necessary). For the
further images, the calibration plate should be tilted to the Measurement plane and shifted in Z-direction for best
results.

o0k b=

7. Check "Fiducials" if not yet active.
8. Forfiducial 1, select the first line in list box "Fiducials".
9. Approach the first fiducial with the robot.

10. In the field "World X" and "World Y", enter the corresponding known world coordinate values (for robots: the
values from the robot controller).

11. Forfiducials 2, 3 and 4: Select the next line in the list box "Fiducials". Move to the next fiducial and enter the
corresponding values (see steps 8-10).

12. Check calibration in the "Calibration parameters" window if necessary.

NOTE:
Calibration can also be performed using telegrams.
Additional information: Communications manual, chapter "Calibration with telegrams".

For tips showing how to best use the calibration plate / boundary conditions, please refer to: Information on calibration

plates
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8.1.6.3.2 Calibration method "Point pair list (Robotics)"
n_ The calibration method "Point pair list (Robotics)" is a calibration at the working object -
‘ therefore no calibration plate is needed. After calibration of the sensor, the position of

the part to be gripped by the robot is directly available in the absolute coordinate
system of the robot.

)

(2
|

—_

v

Required objects: Working object

Example: Determine absolute position (and orientation) of objects in world coordinates (e.g. robot
coordinate system).

Calibration method

¢ Conversion from pixel to measurement unit
provides:

 Distortion correction
« Correction of tilt between VISOR® and Measurement plane
e Output of world coordinates in robot coordinate system

- [m] x
Fle View Options Help
-
fogd-cele|P ?
Setup Help | Result | Statistics
Alignment 1 Pass 0 0.00%
[ oew ] : A s io0.0%
Miimum o
execution time
ic— e
execution time nia
Average
7 execution time nia
8
Trigger /Image update
Trigger 3 4
Connection mode
Fit B
sowe Oome | L ()
Configure job
Name Description Author Created Ch | Image acquisition I Multishot I Pre-processing @ Calibration Cyde time ]
1|Job1 Default job Author 22.10.201.. 24
imagex_ |imagev  wWoddx _ wordv C+ -
1|380,71px 110,71 px 40,00 mm 10,00 mm Z-shift measurement plane
2| 164,29 px 271,43 px 15,00 mm 30,00 mm 0,00mm
3| 121,43 px 508,93 px 10,00 mm 60,00 mm Focal length
4|639,29 510,71 75,00 60,00 -
o pi ~ - ”
07 px 150,00 px 75,00 mm 15,00 mm
a ‘ D 683,93 px 73,21px 5,00 mm 5,00 mm
4 3
| Testpoint | | caliration parameters -
[ New ] [ Duplicate ] [ Delete ] [ Delete all ]
Mode: Config = Name: Vision Sensor Active job: 1, Jobl Cyde tme: (n/a) X0 Y:01:0 | DOUT @ @ @ @ @ @

Fig. 57: Calibration method "Point pair list (Robotics)"
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Parameters "Point pair list (Robotics)"

* Image X Coordinate values in pixels [px] in the image, via the exact graphical positioning of the
crosshair on the center point of the calibration part, which is precisely placed in world
coordinates.
Values in point list Or, via "Snap function": Right mouse click anywhere within the symmetrical calibration
object. This way, the exact position of the center can be determined automatically.
o NOTE:
The snap function is not available for Color variants.

e ImageY

e World X Coordinate values in selected unit (e.g. mm), by directly entering values in point pair
« World Y 18t _ ,
In the case of Pick & Place, for example, these values are the X/Y coordinate values
Values in point list that can be read by the robot controller when the calibration part is placed or the
corresponding point is approached and transferred to the reference mark list.

+/- Add or delete one line / list point. The selected line is deleted.

Z-shift of Measurement The "Z-shift of Measurement plane" parameter can be used to move the measuring
plane plane along the Z axis (perpendicular to the plane) in order to obtain more accurate
results, if necessary.
For Z=0, the calibration and the measurement plane are identical.
For Z # 0, the calibration plane is shifted relative to the measurement plane.
The planes are always parallel. The sign of the shift results from the Z direction of the
right-handed calibration coordinate system (thumb = X, index finger =Y, middle finger
=27).

Fig. 58: "Z-shift of Measurement plane”  Fig. 59: "Z-shift of Measurement plane”
negative positive

NOTE:
Tl The depth of field of the sensor must cover the calibration plane and the
measurement plane!

Focal length Focal length of the lens

¢ With integrated lens: Value is entered automatically according to the internally
installed lens.

¢ For C-Mount-variant: Read and enter the value from the lens used.

Test point A test point (graphical or value input) can be set in the image, whose coordinates are
displayed in world coordinates for checking the calibration or as a plausibility test of
the scaling in the test point window

Calibration parameters In the "Calibration parameters" window, parameters determined from the calibration
are displayed. These can be used to find errors and optimize the calibration.
Additional information: Calibration parameters
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Calibration procedure "Point pair list (Robotics)"
NOTE:

¢ The accuracy depends mainly on the high quality as well as on the sufficient number of calibration
points (at least 6 points, recommended: = 9 points).
i e The accuracy can be optimized by a high precision in position determination and input of the
individual points, e.g. if some points are displayed in yellow color.
» Preferably use flat, point-symmetrical calibration objects (e.g. washer), as this way the center of
gravity is independent of the orientation. For calibration objects that are not point-symmetrical, ensure
that the orientation is always the same when positioning.

The sensor can be mounted in any orientation (pose) with respect to the Measurement plane. An alignment as
perpendicular as possible with the Measurement plane, however, requires less correction and is therefore more
advantageous.

The image sharpness and brightness must first be set and the desired unit (to the right of the calibration method
selection) must be selected.

Set "Z-shift of Measurement plane".

Select Line 1 in list box "Point pair list".

Place the calibration object at an exactly known world coordinate in the field of view (e.g. with a robot).

Graphically position the crosshairs (no. "n" to the corresponding line "n" in the point pair list) exactly in the center

of the calibration object. Zoom the image if necessary.

Alternatively: Use "Snap Function", i.e. right click somewhere inside the calibration object. The center of gravity of

the calibration object is determined automatically (not available for Color variants).

The size of the crosshair can be determined via the scroll wheel of the mouse.

Result: Pixel values for image coordinates "Image X" and "Image Y" are automatically entered in Line "n".

5. Now enter the corresponding known world coordinate values in the "World X" and "World Y" fields (for example,
for robots: the values from the robot controller).

6. Repeat steps 3-5 until the desired number of point pairs is entered (min. 6 points, recommended >10 points). If

necessary, create further lines with "+".

7. Check calibration in the "Calibration parameters" window if necessary.
NOTE:

Calibration can also be performed using telegrams.
Additional information: Communications manual, chapter "Calibration with telegrams".

pPoobd =

Meaning of the colors of the points in the image and in the point pair list

The entered points are displayed in the following colors to indicate the position quality, i.e. how well they correspond
to the position determined by the adjustment calculation (can only be used effecitvely from a minimum number of 6
points).

Color of the crosshairs | Status of the calibration Meaning / Measures

Green Calibration valid, points accurately No action required
positioned
Yellow Calibration valid, point is not exactly Check pair of points of the point
positioned
€ Red No valid calibration, assignment of world  Check assignment
points / pixels deviates strongly from the
model.
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Error

In the case of yellow points, a line is visible from the point center. It is a measure of the direction and magnitude of the
error with respect to the achieved position accuracy of the point input in the real world.

If the errors are large here, the X and Y values or entire pairs of points in the image and world may be interchanged at
one or more points.

In the "Calibration parameters" dialog, the deviation values / errors are displayed: "Average", minimum error "Min."
and maximum error "Max.". The exact position input of the existing points may be optimized with these values.

8.1.6.3.3 Calibration method "Hand-Eye calibration (Robotics)"

The "Hand-Eye calibration (Robotics)" calibration method is used to determine the
reference between Tool Coordinate System (TCP) and Camera coordinate system
(position and orientation) when the VISOR®is attached to the gripper.

Required objects: Calibration plate

Example: Screwing on components with multiple positions on VISOR® attached to robot arm.
Calibration method « Conversion from pixel to measurement unit

provides: « Distortion correction

« Correction of tilt between VISOR® and Measurement plane
¢ Output of world coordinates in robot coordinate system, independent of image
acquisition position
« References (see figure References: "Robotics" Calibration methods)
e TCP_CF (Tool Coordinate System (TCP) - Camera coordinate system,
corresponds to Hand-Eye)

e CF_CPF (Camera coordinate system - Calibration Plate Coordinate System)
e CPF_MF (Calibration Plate Coordinate System - Measuring coordinate

system)
Image acquisition Multishot Pre-processing 2@ Calibration Cyde time
Calibration settings
Calibration plate Z-shift measurement plane
15%13 50mm S 0,00 mm =
Focal length
20,00 mm =
Adjust measurement plane
Start calibration Test paint Calibration parameters -4 >

Fig. 60: Calibration method "Hand-Eye calibration (Robotics)"
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Parameter "Hand-Eye calibration (Robotics)"

Parameter

Calibration plate

Z-shift of Measurement
plane

Focal length

Adjust Measurement plane

Start calibration

Test point

Calibration parameters

Selection of the used calibration plate (size/ type) (Additional information: "Information
on calibration plates")

The "Z-shift of Measurement plane" parameter can be used to move the measuring
plane along the Z axis (perpendicular to the plane) in order to obtain more accurate
results, if necessary.

For Z=0, the calibration and the measurement plane are identical.

For Z# 0, the calibration plane is shifted relative to the measurement plane.

The planes are always parallel. The sign of the shift results from the Z direction of the
right-handed calibration coordinate system (thumb = X, index finger =Y, middle finger
=2Z).

Fig. 61: "Z-shift of Measurement plane"  Fig. 62: "Z-shift of Measurement plane"
negative positive

NOTE:
Tl The depth of field of the sensor must cover the calibration plane and the
measurement plane!

Focal length of the lens

¢ With integrated lens: Value is entered automatically according to the internally
installed lens.

¢ For C-Mount-variant: Read and enter the value from the lens used.

This allows the Measurement plane to be changed subsequently. This is necessary,
for example, if the orientation of the vision sensor or the distance to the Measurement
plane have changed, typically if the calibration position and working position are
different.

The tool position (TCP) is used for the calculation. If the current position differs from
the stored position, it can be entered in the dialog.

Calibration process is initiated: Dialog "Hand-Eye calibration (Robotics)" opens (see
Dialog Hand-Eye calibration (Robotics)).

A test point (graphical or value input) can be set in the image, the coordinates of which
are displayed in world coordinates in the test point window to check the calibration or
as a plausibility test of the scaling.

In the "Calibration parameters" window, parameters determined from the calibration
are displayed. These can be used to find errors and optimize the calibration.
Additional information: Calibration parameters
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> C D

X Y z Angle X Angle Y Angle Z 9 —Quality
‘ ‘ 1123,100 mm 791,124 mm 786,123 mm 142,114° 1,000° 11,000°
2|0.000 mm 0.000 mm 0.000 mm 0.000° 0.000° 0.000°

@ Field of view coverage

@ Deviation mean

° Sufficient rotations (all
axes)

° Hand-Eye
transformation

4 »

—_

B + - Add image Delete all l ‘ I
————————————————————————————————————————————

Number of images not sufficient for calibration calculation. Capture more images.

E |

Number of failed images

Apply Cancel

Fig. 63: Dialog Hand-Eye calibration (Robotics)

A: Input area for current tool position (TCP)

B: Adding images for calibration; status display

C: Display area of the recorded images

D: Evaluation of the currently calculated calibration

E: Information area for notes

General notes on Hand-Eye calibration (Robotics)

« The position of the calibration plate must not change during calibration.

» Make sure that there is enough space around your robot tool (TCP) to perform 10 poses as described in the
position selection.

 After calibration, the working distance (focus) must not be changed.
» The calibration is only valid for the tool (TCP) and the coordinate system that are active during the calibration.
e The accuracy of the calibration can often be further increased by adding more images.

« In order to have sufficient freedom of movement for the robot, the distance of flange to VISOR® should be
significantly smaller (~< 25%) than the length of the robot arm.

Notes on position selection for a Hand-Eye calibration (Robotics)

» Use your Tool Coordinate System (TCP) to move the robot

 Tilt your tool (TCP) strongly around 2 axes between each pose you approach, ideally ~60° (min. 20°).

« Then perform the necessary translation to bring the calibration plate back into the field of view of the camera.

« In this procedure, try to achieve the greatest possible variation of the tilts between all poses used for calibration.

Procedure of the calibration method "Hand-Eye calibration (Robotics)"

1. Select the correct size and type of calibration plate.
2. Set"Z-shift of Measurement plane".

3. Position the calibration plate in the field of view or move the camera (attached to the robot arm) over the
calibration plate.

4. Setimage acquisition parameters (Shutter speed, Working distance of the VISOR®). The "Parameters" Working
distance must not be changed anymore from now on.
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Click "Start calibration". The calibration dialog opens.
By clicking ,+“ (Fig. Dialog Hand-Eye calibration (Robotics) A) a new line is added. In offline mode, the next
image from the filmstrip is automatically moved in. In online mode, a recording is triggered. By clicking Add image
(Fig. Dialog Hand-Eye calibration (Robotics) B) a new recording can manually executed. This overwrites the
existing image.
Optional: Clicking on "-" (Fig. 63, B) deletes the currently selected line (Fig. 63 A).
Read the robot position from the robot and enter it in the corresponding line in the pose overview (Fig. Dialog
Hand-Eye calibration (Robotics) A).
Change robot position and perform steps 6 and 7 for at least 6 (recommended: 10) robot positions. Please
observe the notes on position selection!
Click "Apply".
Check calibration in the "Calibration parameters" window if necessary.

NOTE:

Calibration can also be performed using telegrams.
Additional information: Communications manual, chapter "Calibration with telegrams".

8.1.6.3.4 Calibration method "Base-Eye calibration (Robotics)"

The "Base-Eye calibration (Robotics)" calibration method is used to determine the
reference from Camera coordinate system to the robot base (position and orientation)
when the vision VISOR® sensor is mounted stationary.

Required objects: Calibration plate

Example: Position correction of gripped component in front of a stationary mounted VISOR®.
Calibration method » Conversion from pixel to measurement unit

provides: « Distortion correction

« Correction of tilt between VISOR® and Measurement plane
» Output of world coordinates in robot coordinate system
¢ References

* RF_CF (Robot Coordinate System - Camera coordinate system, corresponds
to Base-Eye)

» CF_CPF (Camera coordinate system - Calibration Plate Coordinate System)

e CPF_MF (Calibration Plate Coordinate System - Measuring coordinate
system)
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Image acquisition Multishot ] Pre-processing 2@ Calibration | Cyde time

Calibration settings

Calibration plate Z-shift measurement plane
15x13 50mm +| [o00mm =
Focal length

[ED,DD mrm l%]

Adjust measurement plane

[ Start calibration l [ Test paint l [Calibratiu:un parameters ] >

Fig. 64: Calibration method "Base-Eye calibration (Robotics)"

Parameter "Base-Eye calibration (Robotics)"

Pl ) Functon |

Calibration plate Selection of the used calibration plate (size/ type) (Additional information: "Information
on calibration plates")

Z-shift of Measurement The "Z-shift of Measurement plane" parameter can be used to move the measuring
plane plane along the Z axis (perpendicular to the plane) in order to obtain more accurate
results, if necessary.
For Z=0, the calibration and the measurement plane are identical.
For Z# 0, the calibration plane is shifted relative to the measurement plane.
The planes are always parallel. The sign of the shift results from the Z direction of the
right-handed calibration coordinate system (thumb = X, index finger =Y, middle finger
=2).

Fig. 65: "Z-shift of Measurement plane"  Fig. 66: "Z-shift of Measurement plane”
negative positive

NOTE:
Tl The depth of field of the sensor must cover the calibration plane and the
measurement plane!

Focal length Focal length of the lens

¢ With integrated lens: Value is entered automatically according to the internally
installed lens.

¢ For C-Mount-variant: Read and enter the value from the lens used.
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Adjust Measurement plane This allows the Measurement plane to be changed subsequently. This is necessary,
for example, if the orientation of the vision sensor or the distance to the Measurement
plane have changed, typically if the calibration position and working position are
different.

The tool position (TCP) is used for the calculation. If the current position differs from
the stored position, it can be entered in the dialog.

Start calibration Calibration process is initiated: Dialog "Base-Eye calibration (Robotics)" opens (see
Dialog Base-Eye calibration (Robotics)).

Test point A test point (graphical or value input) can be set in the image, the coordinates of which
are displayed in world coordinates in the test point window to check the calibration or
as a plausibility test of the scaling.

Calibration parameters In the "Calibration parameters" window, parameters determined from the calibration
are displayed. These can be used to find errors and optimize the calibration.
Additional information: Calibration parameters

- C D

X Y z Angle X Angle Y Angle Z 9 —Quality
A 1/123,100mm  791,124mm  786,123mm  142,114° 1,000° 11,000°
2/0.000 mm 0.000 mm 0.000 mm 0.000° 0.000° 0.000°

9 Field of view coverage

@ Deviation mean

° Suffident rotations (all
axes)

° Hand-Eye
transformation

< [»

e ————————————
B + ‘ - Add image Delete all l ‘ I
_

Number of images not sufficient for calibration calculation. Capture more images.
E |

Number of failed images

Apply Cancel

Fig. 67: Dialog Base-Eye calibration (Robotics)

A: Input area for current tool position (TCP)

B: Adding images for calibration; status display

C: Display area of the recorded images

D: Evaluation of the currently calculated calibration

E: Information area for notes

General notes on Base-Eye calibration (Robotics)

» The position of the calibration plate to the gripper must not change during calibration (calibration plate must not
slip).

e Make sure that there is enough space around your robot tool (TCP) to perform 10 poses as described in the
position selection.

« After calibration, the working distance (focus) must not be changed.
e The calibration is only valid for the coordinate system active during calibration.
« The accuracy of the calibration can often be further increased by adding more images.
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Notes on position selection for a Base-Eye calibration (Robotics)

» Use your Tool Coordinate System (TCP), to move the robot

 Tilt your tool (TCP) strongly around 2 axes between each pose you approach, ideally ~ 60° (min. 20°).

» Then perform the necessary translation to bring the calibration plate back into the field of view of the camera.
 In this procedure, try to achieve the greatest possible variation of the tilts between all poses used for calibration.

Procedure of the calibration method "Base-Eye calibration (Robotics)"

1. Select the correct size and type of calibration plate.

2. Set"Z-shift of Measurement plane".

3. Position the calibration plate in the field of view or move the camera (attached to the robot arm) over the
calibration plate.

4. Setimage acquisition parameters (Shutter speed, Working distance of the VISOR®). The "Parameters" Working
distance must not be changed anymore from now on.

5. Click "Start calibration". The calibration dialog opens.

6. By clicking ,+“ (Fig. Dialog Base-Eye calibration (Robotics) B) a new line is added. In offline mode, the nextimage
from the filmstrip is automatically moved in. In online mode, a recording is triggered. By clicking Add image (Fig.
Dialog Base-Eye calibration (Robotics) B) a new recording can manually executed. This overwrites the existing
image.

Optional: Clicking on "-" (Fig. 63, B) deletes the currently selected line (Fig. Dialog Base-Eye calibration
(Robotics) A).

7. Read the robot position from the robot and enter it in the corresponding line in the pose overview (Fig. Dialog
Base-Eye calibration (Robotics) A).

8. Change robot position and perform steps 6 and 7 for at least 6 (recommended: 10) robot positions. Please
observe the notes on position selection!

9. Click "Apply".

10. Check calibration in the "Calibration parameters" window if necessary.
NOTE:

Calibration can also be performed using telegrams.
Additional information: Communications manual, chapter "Calibration with telegrams".

8.1.6.4 Information on calibration plates

When using calibration plates, the scaling in X and Y, the tilt of the sensor relative to the plane of view and the lens
distortion (depending on the calibration method selected) are corrected.

Calibration plates can be ordered via the website or they can be printed or applied to paper or any other flat medium.
In the installation directory \SensoPart\VISOR Vision Sensor\Documentation\Calibrationplates, the calibration plates
available for this purpose can be found as PDF files. When printing, use the "Actual Size" setting, and ensure not to
scale the print. The edge length / label of the plate must match the name of the plate when selected in the software.
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Calibration plates without fiducials

@000
0000 [ - J
0000000600000 0O0
000000000 OCGOGEOSEOSIOIO
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000006000000 OQC0KOC”OSGS

15x13,50mm x 37.9mm

Fig. 68: Calibration plate without fiducials

Typically used for calibration methods: Calibration plate (Measurement), Hand-Eye calibration (Robotics), Base-Eye
calibration (Robotics)

Calibration plates with fiducials

Typically used for calibration method: Calibration plate (Robotics)

Rl

2

B
N

X -37.00 X +37.00
Y -15.00 Y -15.00
X -37.00 X +37.00
Y +15.00 Y +15.00

0000000 O06OCGCOGOGEOGIOOS

“;ﬁ 0000000000000 00
\J 15x 13, 50mm x 37.9mm x 2mm
3

Crosshair 1, Order No.533-11037

N2

Fig. 69: Calibration plate with fiducials

Advice on optimized use of the calibration plate / boundary conditions

¢ The calibration plate must be clean and level.

e The illumination of the panel should be homogeneous throughout the field of view and not overexposed. The light
areas should have a gray value of at least 100 and all below the value 255. The contrast between light and dark
areas should be at least 100 gray levels. This means that the image may not be underexposed or overexposed.

» The calibration pattern should ideally cover the entire field of vision of the VISOR® vision sensor. This can be
ensured either by a large calibration plate or by a Multi-image calibration.

» To perform a calibration, at least one search pattern must be found.
e For small calibration patterns, it may be necessary to use two search patterns.

 After calibration is complete, the working distance (focus) must not be changed anymore. If the position of the
camera to the Measurement plane changes, the Measurement plane must be taught-in again.
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Fig. 70: Calibration plate, blue = search pattern

8.1.6.5 Calibration parameters

VISOR® User Manual

In the "Calibration parameters" window, parameters determined from the calibration are displayed. These can be
used to find errors and optimize the calibration. The displayed parameters are read-only parameters.

All parameters are described below - however, not all parameters are available for every calibration method.

"Overview" tab

@ Calibration parameters

@ QOverview Internal parameters External poses ] 2 Hand-Eye parameters ]
Quality
2 Field of view coverage 2 Deviation calibration points (average, max.)

o 0,110 px 0,605 px

2 Suffident rotations (all axes)

Setup

Field of view X, ¥ (FoV) Resolution

171,788 mm 128,832 mm 0,1193 mm/px

-

Fig. 71: Calibration parameters, "Overview" tab

Quality

Field of view coverage Indicates in which part of the field of view calibration objects (e.g. calibration plate)
were detected. In order to obtain accurate results, the highest possible value should

be achieved here (100%).

Deviation Calibration points Deviation of the calibration points between detected and expected position in pixels.

(Mean, Max.)
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Parameter

Deviation fiducials
(Average, Max.)

Sufficient rotations (all
axes)

Setup
Field of view X, Y (FoV)
Resolution

"Internal Parameters" tab

VISOR® User Manual

Deviation of the reference marks between specified and expected position in pixels.

Indicator for a good calibration.

Green: exact calibration

Yellow: Image width cannot be determined exactly, position information becomes less
accurate.

LED turns green when tilt difference between some of the recorded calibration plate
images is at least 20 degrees.

Size of the field of view detected by the VISOR®

Resolution from customer unit to pixels (customer unit / px) in the determined field of
view

& Calibration parameters

@ QOverview Internal parameters

External poses

Image distance

12,174 mm

Pixel pitch (X, Y)
3,450 pm

Principal point (X, ¥}

758,105 px

Image size

Kappa

806,127

3,450 pm

543,984 px

2 Hand-Eye parameters

Fig. 72: Calibration parameters, "Internal parameters"” tab

Parameter

Image distance
Kappa
Pixel pitch (X, Y)

Coordinate origin (X, Y)

Image size

Image distance determined from the calibration
Calculated kappa value of the lens, display in micro kappa ( x 10E-6)

Calculated grid / axis distance from pixel to pixel on the sensor. Reducing the
resolution in the "Image acquisition" tab affects this parameter.

Puncture point of the optical axis through Measurement plane in the center of the
sensor chip, opposite ideal center, in relation to upper left corner in pixels.

Image size in pixels
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"External poses" tab

@ Calibration parameters

< Owverview Internal parameters External poses < Hand-Eye parameters

Camera to measurement coordinate system (CF_MF)

X ¥ &

-3, 174 mm 17,378 mm 513,860 mm

Angle X Angle ¥ Angle Z
2,131 3,362° -149,018®
Robot to measurement coordinate system (RF_MF)

X ¥ &

282,493 mm -214,251 mm -40,923 mm

Angle X Angle Y Angle Z

-179,320° 1,076° -89,935°

Fig. 73: Calibration parameters, "External poses” tab

VISOR® User Manual

Note: The references in the following tabs are given in the rotation order that was selected when the calibration
method was selected (Yaw-Pitch-Roll / Roll-Pitch-Yaw). Regardless of this, the order in which the values are

specified is always (X, Y, Z, Angle X, Angle Y, Angle Z).

Camera- to Measuring Describes the 3D reference from Camera coordinate system (CF) to Measuring
coordinate system (CF_ coordinate system (MF, determined by the calibration).

MF)

Robot- to Measuring Describes the 3D reference from the Robot Coordinate System (RF) that is active
coordinate system (RF_ during calibration to the Measuring coordinate system (MF, determined by the
MF) calibration).

X Translation values of the considered reference

Y

Z

Angle X Rotation values (angles) of the reference under consideration: Rotation around X-/Y-
AngleY [Z-axis

Angle Z
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"Hand Eye Parameters" and "Base Eye Parameters™ tab

@ Calibration parameters x
P

2 Qverview Internal parameters External poses 2 Hand-Eye parameters

Hand-Eye pose

268,385 mm -234,505 mm 30,984 mm g 4
Angle X Angle Y Angle Z m
—
R

7,665° 0,267° 133,909°

Deviations of calibration plate poses
2 Avg. translation 2 Max, translation

& Ava. rotation J Max, rotation

Fig. 74: Calibration parameters, "Hand-Eye parameters" tab

Hand eye reference (TCP_CF) or base eye reference (RF_CF)

X Translation values of the Hand Eye or Base Eye reference
Y
Z

Angle X Rotation values of the Hand Eye or Base Eye reference
AngleY
Angle Z

Deviation Calibration plate poses

Average translation Average translation deviation, Root Mean Square Error (RMSE), calculated from the
expected to the measured translations of the calibration plate poses
(in user unit * 1000)

Maximum translation Maximum translation deviation, calculated from the expected to the measured
translations of the calibration plate poses
(in user unit * 1000)

Average rotation Mean rotation deviation, Root Mean Square Error (RMSE), calculated from the
expected to the measured rotations of the calibration plate poses
(in degrees * 1000)

Maximum rotation Maximum rotation deviation, calculated from the expected to the measured rotations

of the calibration plate poses
(in degrees * 1000)

Interpretation of the deviation values: These deviations can be used as an indication of the approach accuracy of the
robot, ...

 ...if the image acquisition positions during object acquisition are within the robot's movement range that was
covered during calibration. If the image acquisition positions vary less, the deviations are smaller.

« ..ifnoresult offset is used (if the approach point lies on the localization feature). The further the approach point is
from the result point, the greater the deviations.

« ...ifthe Measurement plane corresponds to the calibration plane. The further away the Measurement plane is from
the calibration plane, the greater the deviations.
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8.1.6.6 Coordinate systems and transformations

The following figure shows the notations of the references used in the context of calibration.

Fig. 75: References: "Robotics" Calibration methods

(1) Camera Frame (CF) (A) CF_MF (F) RF_TCP
(2) Measurement Frame (MF) (B) CF_CPF (G) RF_CF
(3) Calibration Plate Frame (CPF) (C) CPF_MF (H) RF_PF
(4) Robot Frame (RF) (D) CPF_PF () RF_MF
(5) Tool Center Point (TCP) (E) PF_CF (J) TCP_CF

(6) Projector Frame (PF)

(1) Camera Frame (CF) Camera coordinate system
Origin of Camera coordinate system lies inside the camera housing.

(2) Measurement Frame Measuring coordinate system
(MF) Measuring coordinate system is shifted parallel to Calibration Plate Coordinate
System by the "Z-shift of Measurement plane" parameter.

(3) Calibration Plate Frame Calibration Plate Coordinate System
(CPF) Origin of Calibration Plate Coordinate System lies in the center of the calibration plate.

(4) Robot Frame (RF) Robot Coordinate System
The Robot Coordinate System is the coordinate system that is active during
calibration or the base (depending on the manufacturer).

(5) Tool Center Point (TCP) Tool Coordinate System (TCP)
(6) Projector Frame (PF) Projector coordinate system (origin of an additional projector)

(A) CF_MF Reference: Camera coordinate system - Measuring coordinate system
(B) CF_CPF Reference: Camera coordinate system - Calibration Plate Coordinate System
(C) CPF_MF Reference: Calibration Plate Coordinate System - Measuring coordinate system
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(D) CPF_PF Reference: Calibration Plate Coordinate System - Projector coordinate system

(E) PF_CF Reference: Projector coordinate system - Camera coordinate system

(F)RF_TCP Reference: Robot Coordinate System - Tool Coordinate System (TCP) This reference
is visualized by most robots as "current position".

(G)RF_CF Reference: Robot Coordinate System - Camera coordinate system

(H) RF_PF Reference: Robot Coordinate System - Projector coordinate system

(I) RF_MF Reference: Robot Coordinate System - Measuring coordinate system

(J)TCP_CF Reference: Tool Coordinate System (TCP) - Camera coordinate system (corresponds

to Hand-Eye reference).

8.1.6.7 Validation of a robotics calibration

A validation can be performed after a successful robot calibration to check whether the robot camera system still
delivers the desired accuracy. For this purpose the calibration plate must not be moved between calibration and
validation. Typically, it is screwed tight. Validation is only possible on the basis of requests. Depending on the
calibration method, use the following requests:

Calibration plate (Robotics), Point pair list (Robotics) CCD, CCP
Multi-image calibration CCD, CMP
Hand-Eye calibration (Robotics), Base-Eye calibration (Robotics) CCD, CAIl, CRP

Additional information: see Communications manual

Select the option "Validation of the calibration” in the request CCP or CRP.

Procedure

1. Move the camera to the position above the calibration plate where the Measurement plane was set.

2. Call up the request (sequence) according to your selected calibration method. In the request-response (CCP or
CRP), consider the mean deviation (RMSE).
When mounted on the gripper, this deviation is typically higher than that of the calibration, since it includes the
accuracy of the robot positioning.
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